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Executive Summary

This deliverable concerns the activities carried out within tasks T3.3 and T3.4 of the HECTOR
project. It covers two main topics: efficient hardware implementations of cryptographic prim-
itives and side-channel protection of such primitives. These two activities are tightly con-
nected. Considering side-channel protection from the beginning when defining new crypto-
graphic primitives, results in more efficient implementations, and helps making side-channel
protection more affordable.

Our focus has been mostly on algorithms based on the sponge construction because of its
efficiency and security gains potential and because HECTOR partners are among its initial
and very active contributors. Knowledge of the state of the art of side-channel attacks and
research on countermeasures is fundamental in order to achieve effective designs. Finally,
in order to improve efficiency in the process of implementing side-channel-protected crypto-
graphic functions, we propose a methodology allowing to help designers to guarantee and
verify at design-time that the final implementation will meet the expected security claims.
One of the goals of the HECTOR project is to stimulate research on these topics, which can
have an important impact on the industrial adoption of solutions embedding the state of the
art protections.

This deliverable is organized as follows. The overall topic of the report is introduced in
Chapter 1.
The important role of Authenticated Encryption (AE) algorithms is explained in Chapter 2,
together with the description of the algorithms designed by HECTOR partners. The chapter
covers both considerations on the algorithms’ specification and strategies towards imple-
mentation efficiency. This supports a reasoned selection of the cryptographic blocks used in
the applicative use cases targeted in the HECTOR project.
Chapter 3, provides an overview of attacks that can be carried out against a device and
describes countermeasures, with a particular focus on those implementable at system level.
Such analysis is instrumental for the evaluation of the overall security of a device and it
lays-down options to efficiently protect cryptographic algorithms, including those described
in Chapter 2.
In Chapter 4, we propose a methodology to effectively realize hardware implementations of
cryptographic algorithms with side-channel countermeasures. Such methodology includes
a first part that focuses on the specification of the hardware IP through functional languages,
and a second part that investigates how to model some important properties of the hardware
instantiations (i.e. glitches) that are critical in order to achieve protection.
Finally, Chapter 5 concludes this deliverable.
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Chapter 1

Introduction

Cryptographic primitives are the basic building blocks that allow developing and offering se-
curity services for all kinds of applications. The range of applications that cryptographic
primitives can serve is wide and the corresponding priorities on requirements vary exten-
sively. In the context of the HECTOR project, we decided to focus primarily on Authenticated
Encryption (AE), based on Sponges or Permutation-based constructions, with the objective
to optimize the overall efficiency.
In the past, cryptographic algorithms have been developed targeting specific security prop-
erties, such as either confidentiality or authenticity of data (one at a time). However, real-life
applications usually require a set of properties. In particular, a common requirement is to
enforce both the confidentiality and authenticity of a message. Authenticated Encryption
refers to the class of cryptographic algorithms providing the means to protect both the confi-
dentiality and authenticity of data. This is especially useful in use cases where the attacker
can eavesdrop and actively manipulate data. These scenarios include several real-world
applications such as secure networking (SSL/TLS, IPSEC, SSH), or data-storage encryp-
tion. In most applications, there is not much value in keeping data secret if they are not also
authenticated. Data authentication is often more important than confidentiality.

An important motivation behind the focus on AE is the fact that it can serve a wide range
of applications. There is currently a lot of interest and intense research in the field looking
for solutions that are better than classical approaches. The worldwide cryptographic com-
munity organized workshops such as Direction In Authenticated Ciphers (DIAC), and the
Competition for Authenticated Encryption (CAESAR), with the specific goal of selecting few
algorithms providing state-of-the-art protection, efficiency, and ease of use for applications
requiring data authentication and privacy. This is of particular interest within HECTOR since
some partners are participating to the CAESAR competition with their own candidate algo-
rithms.

Among the available alternatives, we will show in Chapter 2 how a recent cryptographic con-
struction (i.e. the cryptographic sponge construction) allows to re-use the same primitive for
different security services, including authentication, confidentiality and deterministic random
number generation, covering the applicative use cases envisioned in the HECTOR project.
The fact that a single primitive embedded in a device can be used for different tasks, implic-
itly leads towards efficient use of resources, and this is the rationale behind our focus on this
class of primitives within the HECTOR project. In Chapter 2 we will provide an overview of
the authenticated encryption algorithms designed by the HECTOR partners. Besides their
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original specifications, the focus of this document is to explain the improvements made to
those algorithms and their implementations towards efficiency in the context of the HECTOR
project.

The specification of cryptographic primitives with strong security properties from the mathe-
matical point of view is a fundamental first step, but it is not enough for achieving robust de-
vices in practice. During the last twenty years, the main threats against security devices have
been brought by the so-called side-channel attacks. Side-channel attacks exploit unintended
information leakage of computing devices or implementations to infer sensitive information.
Many actual attacks against cryptographic implementations have been presented. They
allow to extract key material by means of timing information, power consumption, or elec-
tromagnetic emanation. Although these attacks require the attacker to be in physical pos-
session of the device, they assume different types of attackers and levels of invasiveness.
In Chapter 3 we provide an overview of such attacks, together with some contributions that
are defining the cutting edge of research in this direction. This knowledge about attack
techniques is essential in order to develop and refine effective and often very sophisticated
countermeasures.

Designing and manufacturing devices that are practically robust against side-channel attacks
remains difficult. Even with strong cryptographic primitives and theoretically sound counter-
measures, achieving good practical robustness against side-channel attacks in physical im-
plementations remains challenging.
The information exploited by side-channel attacks are physical quantities that are not nec-
essarily easy to predict at design-time. For example, methodologies and tools for low power
designs that have been developed for a different purpose do not always provide the proper
level of detail required for a rigorous side-channel evaluation. More generally, standard de-
sign flows do not take into account design-time side-channel evaluation.

We believe that there is the need from the industry to achieve a side-channel-aware design
methodology in a similar way to methodologies for verification or low-power designs. Such a
methodology should help in the design choices and should help increase confidence about
the robustness of the resulting physical implementations. In Chapter 4 we describe our
attempts in this direction. We address the problem from two perspectives.
First, a top-down methodology based on Functional Languages is introduced, with the goal
of closing the gap between high-level specifications and hardware implementations.
Second, as bottom-up approach, we propose a way to model one of the most critical aspects
of side-channel-aware hardware design, i.e. the leakages resulting from transitional glitches
induced by combinational logic in synchronous designs. These two approaches are com-
plementary to each other and are providing encouraging results. We hope this will stimulate
further research on this fundamental topic.
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Chapter 2

Cryptographic Algorithms for
Authenticated Encryption

In the context of information security, the protection of the information relies on some high-
level security services, such as confidentiality or authenticity of data. In order to realize those
service requirements, several cryptographic tools have been introduced. Cryptography by
itself provides a set of basic tools needed to implement security services.
There exist different families of cryptographic primitives, such as:

• symmetric key ciphers, which use the same key to both encrypt and decrypt;

• public key systems, which instead have a key pair: one private and one public;

• cryptographic hash functions, which are able to generate a fixed size digest from
any message, in order to check that the message has not been modified;

• generators of random values.

More than one primitive can be used in order to realize a task. For instance, a digital signa-
ture can require a public key function, a hash function as well as a random generator.

The HECTOR project mainly addresses:

• random generators, which are discussed in the context of the WP2;

• symmetric key ciphers and hash functions, in particular when they are used to achieve
at the same time both authenticity and confidentiality of the data.

The latter point is the content of this chapter, which focuses on a new class of cryptographic
algorithms for Authenticated Encryption, specifically introduced to securely and efficiently
address applications requiring both authentication and confidentiality.

2.1 Authenticated Encryption

When communicating over an insecure channel, there are two main security properties that
must be guaranteed: confidentiality and authenticity of data.
It has long been known how to ensure both of them independently. For instance, starting
from a secure block cipher, confidentiality can be achieved by using a suitable encryption
mode [17] and authenticity can be achieved by using a block cipher-based MAC [18].
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To ensure jointly the two properties, the two constructions can be combined. For instance,
one might encrypt a string, prepend a header and then MAC the resulting string. However,
it might not be the most efficient solution, especially when the two schemes rely on two
different primitives. Moreover, the combination is left to the practitioners and if not properly
done, it can have dramatic consequences for security [84, 52, 5].
For these reasons, interest has shifted in recent years towards the definition of so-called
AE schemes, specialized constructions that simultaneously provide confidentiality and au-
thenticity of data. The advantage of such ad-hoc constructions is that they can handle both
properties with a single primitive, usually with a single key, resulting in better efficiency and
less prone to incorrect usage.

A number of AE designs started to appear around 2000, such as IAPM [80, 81], XCBC [65]
and OCB [115, 114]. Six authenticated encryption modes (i.e. OCB 2.0, Key Wrap, CCM,
EAX, Encrypt-then-MAC (EtM) and GCM) have been standardized in ISO/IEC 19772:2009.
Three of them (Key Wrap, CCM and GCM), based on the AES block cipher, have also been
standardized by the NIST and are the most commonly adopted.

• Key Wrap is an algorithm specifically designed for encrypting key material when it is
transmitted over untrusted channels or stored in untrusted places. It uses the AES
to securely encrypt key message and an IV for the integrity check. When the key is
unwrapped, the recovered IV value is compared with the expected one and if there
is a match the key is accepted as valid. Otherwise not. The properties achieved by
this integrity check depend on the definition of the IV. For instance, an application
might require to check the integrity of a key throughout its lifecycle or just when it is
unwrapped.

• The CCM (Counter with CBC-MAC), as the name suggests, combines the CBC-MAC
mode for authentication with the counter mode for encryption. Specifically, at first CBC-
MAC is computed on the message to obtain a tag and then message and tag are
encrypted using counter mode. Thus, the overall computation requires two AES en-
cryption operations per message block and the same encryption key can be used for
both of them. A designer can thus choose between using two blocks and execute the
two passes in parallel or using a single block to perform the two passes in sequence.
The first approach will lead to a bigger but faster design, while the second approach
will lead to a smaller but slower design. However, the CBC-MAC is not parallelizable.
Thus, the maximum achievable performances depend on the throughput of the under-
lying block cipher, i.e. the AES.

• The GCM (Galois Counter Mode) can take full advantage of parallel processing, which
makes it widely adopted. It combines counter mode to encrypt the message and Ga-
lois field multiplication to combine the ciphertext with an authentication code, obtaining
an authentication tag that can be used to check integrity of data. Thus, the scheme re-
quires one AES encryption operation and one 128-bit field multiplication per message
block. Both can be easily parallelized and this allows GCM to reach higher throughput
with respect to other modes like CCM. GCM is adopted in the IEEE 802.1AE (MAC-
sec) Ethernet security, ANSI (INCITS) Fibre Channel Security Protocols (FC-SP), IETF
IPsec standards, SSH and TLS 1.2.
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In 2010, Bertoni et al. presented an AE scheme based on the duplex construction [30],
showing that confidentiality and authenticity can be achieved together with a single call to
the underlying function. It is also the first AE mode based on a permutation instead of a
block cipher and that supports intermediate tags.
The ECRYPT network organized the DIAC workshop in 2012 [1], with the aim of evaluating
the state of the art in AE and collect input from the community regarding desired future di-
rections. The workshop has shaped the CAESAR competition [126], which started in 2014
and whose goal is to define (by the end of 2017) a portfolio of AE schemes suitable for
widespread adoption. Several schemes have been proposed and all of them have been
made public for evaluation. The designs submitted to the competition follow different con-
structions: from purely ad-hoc designs to compression function-based and from sponge
constructions to block cipher operating modes.

AE schemes are usually required to handle so-called associated data (AD), namely pieces
of information bound to the ciphertext (such as an IP address) that are authenticated but not
encrypted. This feature is so important that all modern AE schemes support it.
In order to achieve strong security goals, AE schemes must employ a random IV or a nonce.
This follows from the fact that AE schemes are usually built from deterministic primitives.
Thus, it is fundamental to ensure high entropy for the IV and non-repetition for the nonce,
otherwise the lack of these guarantees can lead to major security breaches. For instance,
the repetition of a nonce in OCB allows the attacker to detect repeated message blocks since
the corresponding ciphertext blocks will be equal, thus breaking confidentiality.
High-entropy for the IV and non-repetition for the nonce can be hard to achieve in some con-
texts, for instance when the randomness source is not good or the device where encryption
is implemented is stateless. For this reason, interest has grown in designing schemes where
the repetition of a nonce has a limited impact on security. Such schemes are called nonce-
misuse resistant AE (MRAE) [116] and ensure that authenticity is not affected by nonce
repetition and that confidentiality is harmed only if the adversary can detect that a triplet
(nonce,AD,message) has been repeated. Example of nonce-misuse resistant schemes are
EAX [19], SIV [116], AEZ [74] and GCM-SIV [72].
The notion of MRAE requires that each bit of the ciphertext depends on all bits of the plain-
text, and then it cannot be achieved by online schemes. Thus a relaxed definition, called
online AE (OAE), was introduced in [58], which can be achieved with a single pass on the
plaintext. Examples of OAE are McOE [58], COPA [7] and POET [2]. However, some recent
attacks reduced the interest in OAE, especially the chosen-prefix/secret-suffix (CPSS) attack
[75].

Most AE schemes provide birthday-bound security with respect to the length of the block of
the underlying primitive. Thus, if the primitive is for example AES (with block length of 128
bits) security is lost after 264 calls at best. Moreover, attacks matching this bound are known.
For instance, OCB authenticity can be broken by a collision-based attack with 264 message
blocks [57].
Doubling the block length would improve the security. However, this approach penalizes
performances (as can be seen in generic constructions of block ciphers with double block
length) and would be problematic in hardware due to the area cost of the internal state.
Algorithms based on the sponge construction can easily overcome this limitation, by properly
sizeing the capacity vs the rate portions of the internal state.
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2.2 Permutation-based Cryptography

We introduce here the concept of cryptographic sponge, and more generally of permutation-
based cryptography, with the aim of showing why such construction is perfectly suited to
securely and efficiently address the need for AE, which is a relevant objective of the HECTOR
project.
The sponge construction is a mode of operation, based on a fixed-length permutation, which
builds a function mapping variable-length input data to variable-length output data. It has
been originally introduced by Guido Bertoni, Joan Daemen, Michaël Peeters, and Gilles Van
Assche in [23]. Such a function is called sponge function.
A sponge function is a generalization of both hash functions, which have a fixed output
length, and stream ciphers, which have a fixed input length. It operates on a finite state by
iteratively applying the inner permutation to it. Depending on the specific usage, the per-
mutation is interleaved with stages where input data are combined into the internal state or
output data are extracted from the state.

One very interesting practical property of the sponge construction is that it can be used to im-
plement a wide variety of cryptographic functions. This includes hashing, reseedable pseudo
random number generation, key derivation, encryption, message authentication code com-
putation and authenticated encryption. The fundamental cryptographic primitive underlying
all this is a fixed-length permutation. These permutation-based modes are efficient alterna-
tives for all the applications usually addressed with the classical symmetric ciphers. Com-
pared with such symmetric ciphers, from the implementation point of view, a permutation
has the advantages that it does not have a key schedule and that its inverse does not need
to be implemented or efficient.

2.2.1 The sponge construction

The sponge construction is a simple iterated construction for building a function F with
variable-length inputM and arbitrary output length Z based on a fixed-length permutation (or
transformation) f operating on a fixed number b of bits. The sponge construction operates
on a state of b = r + c bits. The value r is called the bitrate and the value c the capacity.
As depicted in Figure 2.1, first the input string M is split into blocks of r bits. Then the b bits
of the state are initialized to zero and the sponge construction proceeds in two phases:

• In the absorbing phase, the r-bit input blocks are XORed into the first r bits of the
state, interleaved with applications of the function f . When all input blocks are pro-
cessed, the sponge construction switches to the squeezing phase.

• In the squeezing phase, the first r bits of the state are returned as output blocks,
interleaved with applications of the function f . The number of output blocks is chosen
at will by the user, in order to reach the desired number of output bits `.

The last c bits of the state are never directly affected by the input blocks and are never output
during the squeezing phase.
In the definition of an algorithm based on a cryptographic sponge, the fundamental aspect
is that the primitive to be designed is a fixed-length permutation rather than harder-to-build
structures such as block ciphers or dedicated compression functions. This means that all
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Figure 2.1: The Sponge construction.

the supported cryptographic services can be realized using only a single primitive: a fixed-
length permutation. Differently from classical block ciphers, the sponge construction does
not require different processing for the message and for the key, resulting then in a simpler
design.

The only property required to the permutation in order to be used for a secure cryptographic
primitive is that it cannot be distinguished from a typical randomly-chosen permutation. Con-
cretely this means that the permutation must not exhibit any special property that makes
easier for an attacker to predict its output compared to finding it by random guesses.
Ultimately, it is necessary to design a permutation f on b = r + c bits that cannot be distin-
guished from a random permutation, and then the sponge construction can be used to build
the sponge function F . Among the defined bits of the state b, the size of the capacity c sets
the level of security claimed by the resulting cryptographic primitive. Using the same state
size b and the same permutation defined on b bits, it is possible to trade security for speed by
increasing the size of the capacity c and decreasing the bitrate r accordingly, or vice-versa.
The sponge construction allows to build various cryptographic primitives (e.g. hash func-
tions, stream ciphers, MAC) since it supports both arbitrarily long input and output sizes. In
fact some cases require to use a short input to generate a long output (e.g. a key stream).
Some others, instead, have to process a long input in order to generate a short output (e.g.
a hash digest or a MAC).
Besides the pure sponge construction just described, the duplex construction has also been
introduced by the same authors (see [30]). It is represented in Figure 2.2. The duplex
construction is closely related to the sponge construction and their security can be shown to
be equivalent.
Compared to the original sponge construction, the duplex construction allows:

• To interleave stages of data absorbing with stages of data squeezing;

• To process input data and generate output data at the same stage.

This allows for instance to implement an efficient reseedable pseudo random bit generator,
or an authenticated encryption scheme requiring only one call to f per input (or output) block.
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Figure 2.2: The Duplex construction.

2.2.2 SHA-3

The most prominent example of cryptographic primitive built on the sponge construction is
KECCAK. KECCAK is a cryptographic sponge function family that has become the FIPS-202
(SHA-3 [45]) standard.
As we have explained, the main building block required in the sponge construction is the
permutation. The KECCAK instances are built upon one of seven permutations named
KECCAK-f [b], with b = 25, 50, 100, 200, 400, 800 or 1600. In the scope of the SHA-3 con-
test, only the largest one has been proposed, but smaller (or more lightweight) permutations
can still be effectively used in constrained environments. Each permutation consists of the
iteration of a simple round function, similar to a block cipher without a key schedule. The
choice of operations is limited to bitwise XOR, AND and NOT and rotations. Any kind of
table-lookups, arithmetic operations, or data-dependent rotations are avoided.
One of the main interesting features of KECCAK is the flexibility it inherits from the sponge
construction:

• KECCAK has arbitrary output length. This allows to simplify modes of use where
dedicated constructions would be needed for fixed-output-length hash functions. In
particular, it can be natively used for hashing, stream encryption, and MAC computa-
tion.

• As a duplex object, KECCAK can be used in several clean and efficient modes as a
reseedable pseudo-random generator and for authenticated encryption. Efficiency of
duplexing comes from the absence of the output transformation.

• KECCAK has a simple security claim. A given security strength level can be targeted
by means of choosing the appropriate capacity. This means that for a given capacity
c, KECCAK is claimed to stand any attack up to complexity 2c/2 (unless easier gener-
ically). This is similar to the approach of security strength used in NIST’s SP 800-57
[14].

• The security claim is disentangled from the output length. There is a minimum
output length as a consequence of the chosen security strength level (to avoid generic
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birthday attacks), but it is not the other way around. Namely, it is not the output length
that determines the security strength level.

• The instances proposed for SHA-3 make use of a single permutation for all security
strengths. This cuts down implementation costs compared to hash function families
making use of two (or more) primitives, such as the SHA-2 family. Moreover, with the
same permutation the desired performance-security trade-off can be realized by simply
choosing the appropriate capacity-rate pair.

From the implementation point of view, KECCAK excels in hardware performance, with speed/area
trade-offs, especially when compared to classical SHA algorithms (e.g. it outperforms SHA-2
by an order of magnitude). For instance, Grkaynak et al. in [73] report a maximum through-
put of 4.235 Gbit/s for SHA-2 and 27.162 Gbit/s for KECCAK implemented on the same
technology.

2.3 Algorithms for Authenticated Encryption

The sponge construction (and in general permutation-based constructions) can be used to
implement authenticated encryption by defining a proper mode of operation on top of it. A
mode of operation specifies how the input and output data must be formatted and possibly
combined when provided to and collected from the underlying cryptographic primitive. AES-
GCM and AES-CCM are notable examples of modes of operations built on top of the AES
cryptographic primitive.

2.3.1 KEYAK

KEYAK is a family of algorithms for authenticated encryption, all sharing the same structure
based on the duplex construction, as defined in section 2.2.1.
The original first version of the KEYAK algorithm was submitted as candidate to the CAESAR
competition in 2014 and it was a plain instantiation of the duplex construction. KEYAK has
currently been accepted to the third round of the CAESAR competition.

KEYAK has been designed in order to get the most from KECCAK when applied to the specific
case of AE. Following this idea, the underlying permutation is the same, with a reduced
number of rounds compared to the general case that also serves non-keyed states (e.g.
hashing in the SHA-3 context). This means that the security properties of KEYAK directly
derive from KECCAK and the benefit from all the cryptanalysis on KECCAK.
After the selection for the second round, KEYAK’s authors introduced an improved mode of
operation for the algorithm, which extended the plain duplex construction for the specific
context of AE. This new construction is named Motorist mode and since it is now the basis
for the KEYAK algorithm and it brings several benefits, it is described below. Besides being
the foundation of KEYAK, in general the Motorist is a mode that can be built on top of any
generic cryptographic sponge primitive and it improves the overall efficiency, which is one of
the targets of the HECTOR project.
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Motorist authenticated encryption mode

The Motorist mode has been introduced in [29] in order to specifically target AE built on
top of sponge-based cryptographic primitives. The Motorist mode allows to encrypt and to
guarantee the authenticity of sequences of messages in sessions (rather than only a single
message). A message consists of a plaintext and possibly some associated data.

At high level (see Figure 2.3), each original message is processed by enciphering the plain-
text into a ciphertext and computing a tag over the full sequence of messages. The result
consists of a ciphertext, possible associated data (in clear) and a tag. Each encrypted
packet, can be unwrapped by deciphering back the ciphertext into the original plaintext,
verifying the tag (related to both the plaintext and the associated data), and returning the
plaintext only if the tag is valid. A message can also consist of additional data alone, which
means that there will be no corresponding ciphertext. Within the same session, the tag of
a message authenticates the full sequence of messages sent/received since the start of the
session, and not only the specific message as commonly done by classical algorithms (e.g.
AES-CCM, AES-GCM). The start of a session requires a secret key and possibly a nonce,
if the secret key is not unique for the session. The Motorist mode is sponge-based and sup-
ports one or more duplex instances operating in parallel. It makes duplexing calls with input
containing key, nonce, plaintext and associated data and uses its output as tag or as key
stream bits for encryption (or decryption).

As mentioned before, the duplex instances in the Motorist mode differ from the original du-
plex construction as described in 2.2.1. The main difference is that the new instances use
the full size of the permutation to process data, rather than only the rate part. This variant,
initialized with a secret key and denoted fullstate keyed duplex (FSKD), was introduced by
Mennink, Reyhanitabar and Vizr [8]. They proved a strong result on the generic security of
the FSKD. More precisely, they give an upper bound on the advantage of distinguishing a
FSKD calling a random permutation from a random oracle, which is quite close to that of
the original keyed duplex construction. This means that increasing the input block length
from the rate (r bits) to the width of the permutation (b bits) has no noticeable impact on the
generic security, while allowing the injection of more bits per call to the underlying permu-
tation, thus improving performance. At high level, the new Motorist mode offers the same
functionality as the original duplex construction of the initial candidates, and it is still built on
the security of the sponge construction.

In addition, the Motorist mode supports a parameterized degree of parallelism, in order to
sustain very high throughputs. The message is properly distributed over the different duplex
instances. It also performs some dedicated processing at the end of each message (called
a knot), in order to produce a tag that depends on the full message and not only on the
data injected in a single duplex instance. Furthermore, chaining values are extracted from
each duplex instance, concatenated, and injected into all duplex instances. This makes the
state of all duplex instances depend on the full sequence of messages. At the end a tag
is extracted from a single duplex object. To start a session, Motorist takes as input a string
that must be secret and (globally) unique, called SUV (Secret and Unique Value). The SUV
plays the classical role of secret key and initialization vector.

Figure 2.3 shows a session in MOTORIST. First, the session is started with a given secret
and unique value (SUV). Optionally, a tag T (0) on SUV can be produced or verified. Then,
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Figure 2.3: A session in MOTORIST.
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MOTORIST processes both the plaintext P (1) and additional data A(1) in parallel. The plaintext
P (1) is encrypted into ciphertext C(1) and T (1) authenticates (SUV, P (1), A(1)). After process-
ing the second message, T (2) authenticates (SUV, P (1), A(1), P (2), A(2)), and after the third
message, T (3) authenticates the full session (SUV, P (1), A(1), P (2), A(2), P (3), A(3)), where P (3)

is the empty string.
More formally, the Motorist mode is defined starting from its basic components as:

MOTORIST[f,Π,W, c, τ ]

where:

• f represents the permutation of the underlying sponge primitive;

• Π is the number of parallel instances, with 1 ≤ Π ≤ 255 (see Pistons in the description
below);

• W represents the alignment in bits and it defines the basic atomic size of data, with W
a strictly positive multiple of 8;

• c is the required capacity in bits and it sets the trade-off between security and perfor-
mance;

• τ is the tag length in bits, and it must be a multiple of W .

Securing two-way communication between two parties is a prominent use case for AE where
the management of session results being very valuable. In that case, for each message it is
necessary to clearly indicate who is the sender and who is the receiver. This can be done
by including its identifier in the associated data of the message, or by relying on a strict
convention, such as messages alternating in the two directions.
The Motorist mode, being still based on the duplex construction inherits some interesting
features, which were already present in the original duplex construction:

• In-place encryption and decryption; the encryption/decryption operation coincides
with the absorbing operation of the sponge construction. This means that no buffer is
necessary and plaintext or ciphertext bits can be processed as they arrive. To preserve
this feature in the Motorist mode, the plaintext fragment is limited to the outer part of
the input blocks.

• Sessions; During a session, a tag of a message authenticates the full sequence of
messages since the start of the session and only a single nonce (if any) is required per
session.

• Authentication-only; the Motorist mode supports the (efficient) generation of tags
over messages consisting of additional data only (only authenticated but not encrypted).

• Stream-compatible; the Motorist mode does not require prior knowledge of the length
of plaintext, ciphertext or additional data.

• Word-alignment; the Motorist mode can be instantiated such that it processes data in
64-bit or 32-bit units, without the need for additional bit or byte shuffling.

• Universal; the Motorist mode can be applied to any fixed-length permutation with suf-
ficient width.
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Besides all the features listed above, the introduction of the Motorist mode allows to further
improve the algorithms, especially in term of efficiency. Specifically the new mode provides
additional features that increase the efficiency:

• It reduces the computational cost for short messages. The original duplex construc-
tion required at least two calls to the permutation f , for any (whatever short) message
composed of some plaintext: one call for absorbing the (possibly empty) additional
data and producing the key stream, and one call for absorbing the plaintext and pro-
ducing the tag. By supporting output blocks to be used partially as tag and partially as
key stream and supporting the combination of metadata and plaintext in a single input
block, this can be reduced to one call to f .

• It reduces the computational cost for long messages. Thanks to the result described
in [8], increasing the length of input blocks from r to b bits has no impact on the generic
security bounds that can be proven for the keyed sponge and duplex construction. This
allows absorbing up to c = b− r additional bits per call to f .

The new Motorist mode also provides additional features available at application level, which
make its use easier and more secure:

• Tag on session setup; the setup of a session can return a tag, or can be subject to a
tag. This means that when two communicating entities both start a Motorist session,
one of them can send the tag to the other party that can then set up the same session
on the condition that the tag it receives is valid (for the common SUV). The benefit is
that no unwrapping process can start unless a legitimate session is setup.

• Integrated forgetting; the mechanism that Motorist uses for making the tag depend
on the state of all duplex instances has as side effect that knowledge of the full state
does not allow the reconstruction of the state prior to the wrapping (unwrapping) of the
current message. It is also supported in the setup of a session and hence a key that is
loaded during session setup cannot be recovered from the state.

The Motorist mode, as specified in [29], consists of a layered structure, which, together with
the SUV needed for setup, ultimately explain the name of the mode. Three layers have been
defined, each one in charge of a specific aspect of the final security service. The layers are,
from bottom to top:

• Piston. This layer keeps an internal state defined over b bits and applies the permu-
tation f to it. It performs the basic functions such as absorbing data, encrypting or
decrypting, and extracting tags. It has a squeezing rate equal to the classical sponge
rate, and an absorbing rate that has the same width of the state.

• Engine. This layer controls Π ≥ 1 Piston objects that operate in parallel. It serves as a
dispatcher keeping its Piston objects busy, imposing that they are all treating the same
kind of requests. The Engine also ensures that the SUV and the message sequence
can be reconstructed from the sponge input to each Piston object and that each output
bit of its Piston objects is used at most once.

• Motorist. This layer implements the user interface. It supports the starting of a session
and subsequent wrapping and unwrapping of messages by driving the Engine.
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The layered structure just explained allows to derive security properties from the underlying
basic cryptographic primitives up to the applicative level. The effort of specifying the interface
up to the point of being directly and easily usable by the final application specifically aims at
preventing all the kind of issues and misuses the characterized many classical solutions for
both authenticity and confidentiality of data.

The KEYAK algorithm

There exist five instances of KEYAK, with different trade-offs from lightweight to very high
throughput. Each one is defined by specific fixed parameters, the underlying permutation,
and has corresponding security goals.
The permutations used in the KEYAK instances are named KECCAK-p permutations and
are directly derived from the original KECCAK-f permutations specified in the SHA-3 algo-
rithm from NIST [45]. They are iterated permutations, consisting of a sequence of rounds,
which is tunable. A KECCAK-p permutation is defined by its width b = 25 × 2`, with b ∈
{25, 50, 100, 200, 400, 800, 1600}, and its number of rounds nr. Namely, KECCAK-p[b, nr] con-
sists in the application of the last nr rounds of KECCAK-f [b]. When nr = 12+2`, KECCAK-p[b, nr] =
KECCAK-f [b].
In order to have a unique way to arrange the bits of the key into the SUV, the key pack has
been defined within the KEYAK specification. The key pack embeds the key and the other
unique values to be used for initialization, with a specific format and encoding. The key pack
consists of:

• a first byte indicating the full length of the key pack in bytes;

• the key itself;

• the required padding.

The key pack makes use of simple padding: pad10∗[r](|M |). This padding rule returns a bit
string 10q with q = (−|M | − 1) mod r. When r is divisible by 8 and M is a sequence of bytes,
then pad10∗[r](|M |) returns the byte string 0x01 0x00(q−7)/8.
More formally, for a key K, a key pack of ` bytes is defined as

keypack(K, `) = enc8(`)||K||pad10∗[8`− 8](|K|),

where the length of the key K is limited to 8(`− 1)− 1 bits and with ` < 256.
In general KEYAK makes use of MOTORIST[f,Π,W, c, τ ], with f an instance of KECCAK-p.
Namely:

KEYAK[b, nr,Π, c, τ ] = MOTORIST[f,Π,W, c, τ ],

with f = KECCAK-p[b, nr] and W = max( b
25
, 8).

The SUV consists of keypack(K, `k)||N with `k = W
8

⌈
c+9
W

⌉
and N ∈ Z∗2 with no limitation on

its length.
Five different instances of KEYAK, have been specified in the submission to the CAESAR
competition. Each one is identified by the specific parameter values. Some parameter are
the same for all the five instances: the number of rounds (nr) is set to 12, the size of the
capacity (c) and then the associated level of security is 256 bits, while the size of the tag (t)
is 128 bits. Instead, the KEYAK variants differ for the size of the internal state (b) and the
number of multiple instances running in parallel, which both affect the final throughput of the
cryptographic primitives.
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Name b Π
RIVER KEYAK 800 1
LAKE KEYAK 1600 1
SEA KEYAK 1600 2
OCEAN KEYAK 1600 4
LUNAR KEYAK 1600 8

RIVER KEYAK can absorb up to 96 bytes of metadata per permutation call, or up to 68 bytes
of plaintext, with additionally 28 bytes of metadata. LAKE KEYAK can absorb up to 192 bytes
of metadata per permutation call, or up to 168 bytes of plaintext, with additionally 24 bytes
of metadata. For SEA, OCEAN and LUNAR KEYAK, these sizes are multiplied by Π for every
Π parallel calls to the permutation.
The security analysis of KEYAK is based on two main pillars:

• Generic security of the Motorist mode: see [29] for a detailed analysis;

• Security assurance from cryptanalysis of KECCAK: thanks to the Matryoshka property,
most analysis performed on KECCAK-f [1600] transfers to KECCAK-f [800].

KEYAK provides some features that advantageously compare with classical cryptographic
primitives such as AES-GCM. Namely:

• KEYAK supports sessions, differently from most authenticated ciphers, which work on
single messages. This means that besides single messages, KEYAK can ensure the
authenticity of a sequence of several messages within the same session. A new SUV
(key and IV pair) is required per session rather than per message.

• The simple structure of KEYAK results in improved hardware efficiency, when com-
pared with AES-GCM (which requires 2 separate cryptographic primitives) or AES-
CCM (which requires 2 calls to the same cryptographic primitive). Furthermore, KEYAK
is based on the same primitive as that of SHA-3, therefore allowing to re-use resources
when hashing is also needed.

• KEYAK offers robustness against side-channel attacks due to the Motorist construction
itself. In addition, the round function can be easily protected against different types of
side-channel attacks.

Further details about the underlying permutations, the encodings and the security goals of
the KEYAK algorithms and the Motorist mode can be found in the original submission to the
CAESAR competition [29].

2.3.2 KETJE

KETJE is a set of four AE functions with support for message-associated data. They aim at
memory-constrained devices and the nonce uniqueness is at the base of the security.
The original first version of the KETJE algorithm was submitted as candidate to the CAESAR
competition in 2014. KETJE has currently been accepted to the third round of the CAESAR
competition.
KETJE mainly targets lightweight use cases, using constrained devices. With this goal, all
the possible parameters of the algorithm has been scaled down as much as possible, while
still guaranteeing a good level of security.
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MONKEYDUPLEX and MONKEYWRAP

The MONKEYDUPLEX construction [27] is a toolbox aimed at building stream ciphers and AE
schemes. It uses a permutation f with a tunable number of rounds. The instance of f with
nr rounds is represented by f [nr]. Similar to the DUPLEX construction [30], the MONKEYDU-
PLEX is stateful and accepts calls taking a string as input and returning a string as output.
This output string depends on all inputs received so far. Unlike duplex, MONKEYDUPLEX
supports two types of calls that are different in the number of rounds of f executed between
input and output.
The MONKEYDUPLEX[f, r, nstart, nstep, nstride] construction works as follows:

• A MONKEYDUPLEX instance has a state of b bits, where b is the width of the underlying
permutation. It starts by initializing the state to the input string I, extended to b bits with
padding. Subsequently, it applies f [nStart] to it.

• A bit string σ of up to r − 2 bits can be processed for each call. After the bits are
injected, either f [nStep] or f [nStride] is applied to the state and the first ` bits of the state
are extracted, with ` ≤ r.

The MONKEYDUPLEX construction is illustrated in Figure 2.4.

Figure 2.4: The MONKEYDUPLEX construction.

MONKEYDUPLEX is meant to be used in a keyed mode. During its start-up it shall be loaded
with I containing a secret key and a nonce and during operation an attacker shall not have
access to the inner state.
The MONKEYDUPLEX construction can be used in several use cases; the most relevant in
the context of the HECTOR project is authenticated encryption. Similarly to the MOTORIST
mode of operation described in 2.3.1, authenticated encryption can be realized by specifying
how to arrange input and output data on top of the MONKEYDUPLEX. This mode of operation
is called MONKEYWRAP.
The authenticated encryption process is initialized by loading a key K and a nonce N . The
key and nonce are concatenated to form I and a new instance can start. From then on,
messages with associated data can be processed. Encryption is done by bitwise addition
with the output of the MONKEYDUPLEX. The inner state depends on all the messages and
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associated data presented to the MONKEYDUPLEX instance. The tag is the output of a MON-
KEYDUPLEX call. Note that MONKEYDUPLEX uses different operations when transitioning to
tag generation than in other cases.
Similar to MOTORIST, MONKEYWRAP supports sessions, allowing the processing of several
messages (each with associated data), where the tag for each message authenticates the
full sequence of messages rather than only the message to which it was appended. The
requirement of nonce uniqueness plays at the level of the session. Within a session, different
messages have no explicit message number or nonce. However, they must be processed in
order for the tags to verify. An alternative way to see this concept of session is that the mode
supports intermediate tags.

The KETJE algorithm

KETJE builds on KECCAK-p permutations, round-reduced versions of KECCAK-f , specified
in the SHA-3 algorithm from NIST [26]. KECCAK-p permutation has a tunable number of
rounds, and it is defined by its width b = 25× 2`, with b ∈ {25, 50, 100, 200, 400, 800, 1600}, and
its number of rounds nr. In particular, for KETJE the twisted permutation KECCAK-p∗ is used,
defined as

KECCAK-p∗[b, nr] = π ◦ KECCAK-p[b, nr] ◦ π−1,
where π is a step of one round of KECCAK-p (for more details on steps of the permutation,
see [26]). The purpose of this twist is to effectively re-order the bits in the KECCAK state, at
each round.
In KETJE specification [28], two different padding rules are considered:

• The simple padding, denoted pad10*[r](|M|), returns a bit string 10q with q = (−|M |−1)
mod r.

• The multi-rate padding, denoted pad10*1[r](|M|) returns a bitstring 10q1 with q = (−|M |−
2) mod r.

Moreover, for a key K, in [28] a key pack of ` bits is defined as

keypack(K, `) = enc8(`/8)||K||pad10∗[`− 8](|K|),

where the key K is at most (` − 9)-bit long and where ` is a multiple of 8 not greater than
255× 8. Then, the key pack consists of

• a first byte indicating its whole length in bytes;

• the key itself;

• simple padding.

In general KETJE makes use of MONKEYWRAP, calling KECCAK-p*. For all four instances,
the parameters of the MONKEYDUPLEX are fixed to nstart = 12, nstep = 1 and nstride = 6. In
order to increasing state sizes, the instances are:

Name f
KETJE JR KECCAK-p∗[200]
KETJE SR KECCAK-p∗[400]
KETJE MINOR KECCAK-p∗[800]
KETJE MAJOR KECCAK-p∗[1600]
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• KETJE SR is the more recommended by specification [28]. KETJE SR supports keys
K of variable length up to 382 bits and a nonce of length up to 382 − |K|. It is recom-
mended a key length of 128 bits, but higher key lengths can be adopted as possible
countermeasure against multi-target attacks.

• KETJE JR supports keys K of length up to 182 bits and a nonce of length up to 182−
|K|. It is recommended a key length of 96 bits, but higher key lengths can be adopted
as a possible countermeasure against multi-target attacks.

• The two last instances, KETJE MINOR and KETJE MAJOR, exploit the twisted permu-
tation KECCAK-p∗ to absorb more lanes per round. Both instances support keys K of
length up to b−18 bits and a nonce of length up to b−|K|−18. It is recommended a key
length of 128 bits, but higher key lengths can be adopted as a possible countermeasure
against multi-target attacks.

The basic philosophy behind the four KETJE proposals is to maximize the capacity by taking
a small rate and compensate the loss of performance by reducing the number of KECCAK-p
rounds in the steps calls to a single one, namely nstep = 1. It is important to observe that
the uniqueness of the nonce N is as critical for security as the secrecy of K. Indeed, users
are required to use the public message number N as a nonce, i.e., the cipher may lose
all integrity and confidentiality if the legitimate key holder uses the same public message
number N to encrypt the plaintext and the data under the same key K. More generally, here
the indications target the SUV. This means that if the size of the key does not reserve room
for the IV, it must be used only once.
KETJE has the following security assurance features:

• Generic security of the mode MONKEYWRAP.

• Security assurance from cryptanalysis of KECCAK.

KETJE provides some features that advantageously compare with classical cryptographic
primitive such as AES-GCM.

• KETJE JR, SR and MINOR have a small code and working memory footprint and they
require a relatively small amount of computation. KETJE MAJOR require similar amount
of operations per bit than KETJE MINOR and it is better adapted to exploiting 64-bit
CPUs.

• The implementation of the round function can be used also for the other symmetric
cryptographic primitives.

• KETJE offers robustness against side-channel attacks, both in hardware and software.
This is of particular importance for constrained devices and smartcards.

• Differently from most authenticated ciphers, KETJE supports sessions, and then se-
quences of messages can be authenticated rather than a single message.

2.3.3 ASCON

ASCON [49] is a family of authenticated encryption designs ASCON-128a,b-k-r designed by
Dobraunig et al. In August 2016, ASCON was selected as one of the candidates participating
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in round 3 of the CAESAR competition [126]. Like KEYAK and KETJE, ASCON is a sponge-
based design. However, ASCON targets slightly different use cases, which also motivates
a different permutation-based mode of operation. The ASCON family was designed to be
lightweight and easy to implement, even with added countermeasures against side-channel
attacks. It offers a good trade-off that is efficient in both hardware and software:

• ASCON’s small state and simple round function are well-suited for small implementa-
tions, without compromising on the full security of 128 bits. Existing lightweight imple-
mentations are as small as 2.6 kGE [70]. Comparison of implementation results in [60]
show that throughput per area of both ASCON variants is very good compared to many
other CAESAR candidates. ASCON is also among the fastest CAESAR candidates for
short messages according to current software benchmarking results[9, 20].

• The design of the permutation is well-suited for protected implementations to prevent
side-channel attacks. ASCON’s SBOX has a low algebraic degree of 2 and a low num-
ber of Boolean multiplications, which is well-suited for threshold implementations and
similar protection approaches. The bitsliced design means that straightforward soft-
ware implementations require no data-dependent table look-ups or other cache ac-
cesses.

• Compared to other sponge-based constructions, ASCON provides better robustness in
case of a potential state recovery, since both initialization and finalization are keyed
additionally. Furthermore, ASCON’s mode is compatible with alternative decryption
interfaces for secure implementations in memory-constrained settings [4].

Tunable parameters include the key size k, the rate r, as well as the number of rounds a
for the initialization and finalization permutation pa, and the number of rounds b for the in-
termediate permutation pb processing the associated data and plaintext. The recommended
key, tag and nonce length is 128 bits. The sponge state and permutation size is fixed to
320 = 5 × 64 bits. The designers recommend two variants, which inject message blocks of
64 or 128 bits, and vary in their number of rounds, as summarized in Table 2.1.

Table 2.1: Recommended parameter configurations for ASCON.

Name Algorithm Bit size of Rounds

key nonce tag data block pa pb

ASCON-128 ASCON-12812,6-128-64 128 128 128 64 12 6
ASCON-128a ASCON-12812,8-128-128 128 128 128 128 12 8

ASCON’s mode, illustrated in Figure 2.5 is inspired from duplex sponges, but uses a stronger
keyed initialization and finalization, which has advantages both from a security perspective
and for secure implementation in a low-memory crypto unit. The padding rule for plaintext P
and associated data A is similar to KECCAK:

P1, . . . , Pt ← padr(P ) = r-bit blocks of P‖1‖0r−1−(|P |mod r)

A1, . . . , As ← pad∗r(A) =

{
r-bit blocks of A‖1‖0r−1−(|A|mod r) if |A| > 0

∅ if |A| = 0
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Figure 2.5: ASCON’s mode of operation.

The core permutation iteratively applies an SPN-based round transformation with a 5-bit
SBOX and a lightweight linear layer. All operations work in a bit-sliced manner on the 5× 64-
bit words x0, . . . , x4:

• A round-constant addition adds a round-dependent value to parts of register word x2.

• The nonlinear SBOX layer applies a 5-bit SBOX S 64 times in parallel in a bit-sliced
fashion (vertically, across words). This SBOX S applies the same 5-bit χ function
as KECCAK, but preceded and followed by an affine linear operation to improve its
differential and linear branch number.

• The linear layer uses an XOR of rotated copies of each 64-bit word for horizontal diffu-
sion within each word, with different rotation values r(1)i , r

(2)
i for each word xi:

xi := xi ⊕ (xi≫ r
(1)
i )⊕ (xi≫ r

(2)
i ).

For a detailed specification, we refer to the design document [50].
ASCON is designed to provide 128-bit security (confidentiality and integrity of plaintext, as-
sociated data, and nonce), as long as the nonce N is never reused to encrypt two messages
under the same key. The decryption algorithm may only release the decrypted plaintext after
verification of the final tag. The number of processed plaintext and associated data blocks
protected by the encryption algorithm is limited to 264 blocks per key. For an overview of the
third-party analysis conducted for ASCON, we refer to the designers’ website [49].

2.3.4 PRIMATEs

PRIMATEs [6] is a family of single-pass nonce-based algorithms for AE, and a second-round
candidate in the CAESAR competition. Members of PRIMATEs are designed for constrained
hardware and they differ slightly to achieve various trade-offs between security and perfor-
mance.
The PRIMATEs family is defined by two parameters:

1. The security level denoted by s ∈ {80, 120} bits, which determines the sizes of the
binary state b, the rate r and the capacity c, as well as the permutation family PRIMATE-
s: {0, 1}b → {0, 1}b. This is summarized in Table 2.2
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2. The mode of operation ∈ APE, HANUMAN, GIBBON that selects between generic
constructs designed by following principles from the sponge methodology and MON-
KEYDUPLEX. The mode of operation determines the remaining parameters of the algo-
rithm (key length k, tag length t, nonce length n) and the subset of permutations from
PRIMATE-s (p1, p2, p3, p4), as shown in Table 2.3.

Table 2.2: Security levels of PRIMATEs family.
s = 80 bits s = 120 bits

b state size 200 bits 280 bits
c capacity size 160 bits 240 bits
r rate size 40 bits 40 bits
permutation PRIMATE-80 PRIMATE-120

Table 2.3: PRIMATEs modes of operation.
APE-s HANUMAN-s GIBBON-s

k key size 2s s s
t tag size 2s s s
n nonce size s s s
PRIMATE p1 p1,p4 p1,p2,p3

The PRIMATEs’s authors recommend the use of HANUMAN for lightweight authenticated en-
cryption, GIBBON for lightweight applications where speed is critical, and APE for lightweight
environments where additional security requirements are needed or security is critical. The
primary recommended security level is s = 120 bits, whereas s = 80 bits is suggested for
extremely lightweight applications.
The underlying permutation of PRIMATEs is called PRIMATE. It is designed according to the
wide trail strategy and its structure resembles the data transform part of the Rijndael block
cipher. The PRIMATE permutation operates on a 5× 8 (resp. 7× 8) state matrix composed
by 5-bit elements for PRIMATE-80 (resp. PRIMATE-120). The element in the ith row and
j th column of the state matrix is denoted by ai,j, where i ∈ {0, . . . , 4} (resp. i ∈ {0, . . . , 6})
and j ∈ {0, . . . , 7}. The first row a0,∗ in the state matrix contains the rate of the state, and is
henceforth referred to as the rate row. PRIMATE updates the state by using a sequence of
four transformations described as follows:

1. SubElements (SE) is the only non-linear transformation. It consists of an element-wise
permutation X → S(X) : {0, 1}5 → {0, 1}5 (SBOX) applied to each element of a state.

2. ShiftRows (SR) performs cyclical shifts of each row for a different number of elements.
Row i is shifted left by si = {0, 1, 2, 4, 7} in PRIMATE-80, or by si = {0, 1, 2, 3, 4, 5, 7} in
PRIMATE-120.

3. MixColumns (MC) operates on a state column at a time. It is a left-hand multiplication
by a 5×5 (7×7) Maximum Distance Separable (MDS) matrix. The matrices are chosen
in a way that allows recursive calculation of a smaller matrix five (resp. seven) times.

4. ConstantAddition (CA) modifies a single state element a1,1 by bitwise XOR-ing a 5-bit
constant in each round.
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Round constants are generated by a 5-bit Fibonacci LFSR. Varying on the sequence of
values sampled from this LFSR and the number of rounds, four permutations p1, p2, p3, and
p4 are derived from the core permutation (either PRIMATE-80 or PRIMATE-120), as shown
in Table 2.4.

Table 2.4: PRIMATE permutations.
PRIMATE p1 p2 p3 p4
Number of rounds 12 6 6 12
LFSR initial value 1 24 30 24

For more information about other slight differences between the different modes of operation,
we refer the reader to the official specification submitted to the CAESAR competition [6],
which details also the security claims and security analysis of PRIMATEs.

2.4 AE implementations in Hardware

2.4.1 Hardware interface

In the context of CAESAR competition professor Gaj from George Mason University (GMU)
has proposed a standard interface in order to benchmark the hardware implementations of
the different algorithms. This proposal was first called GMU hardware API and after some
discussions, in the CAESAR mailing list, it was officially adopted by the CAESAR compe-
tition and named CAESAR HW API. The purpose of this API is to perform a fair and easy
benchmark of the different proposals. For this reason, the interface is generic in such a way
that any submission can be measured in this framework. The consequence is that a primitive
based on a block cipher needs two separate inputs for data and key. On the other hand, most
of the primitives based on permutations use the key only at the beginning of the computation.
In order of being compliant to the API a dedicated port for the key is needed in any instances
and the wrapper would store the key in dedicated register. This implies a major amount
of resources and primitives based on permutation are somehow more negatively affected
in this context. In short, if the generic interface is used there is an overhead of resources.
Recently an improvement of the API for tackling lightweight use cases has been proposed
(DIA2016), the improvement is very good but still a dedicated API for specific algorithm is
preferable compared to a benchmark driven interface

2.4.2 KEYAK

In this subsection, we discuss about KEYAK implementations. The VHDL code of KEYAK
implementations is publicly available on github [22]. Since the target of KEYAK is high speed
and not implicitly low area, the overhead of the CAESAR HW API is not so problematic and
thus the implementation is compliant with it. In Table 2.5 we report the result for the RIVER
and LAKE variants of KEYAK. The other variants targeting parallelism are more interesting for
CPUs with multi core or SIMD instructions and less suitable for hardware implementations;
i.e. hardware implementations would have difficulty in sustaining the input throughout of the
2, 4 or 8 parallel cores. For this reason, we are not investigating these variants. Looking
at the results it is interesting to note that area for registers and for round logic are scaling
linearly between the RIVER and the LAKE proposal since the size of the permutation doubles
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Table 2.5: Implementation figures of different KEYAK ASIC hardware implementations using
the CAESAR hardware API. (Note that the core area includes overhead to be compliant with
the CAESAR hardware API.)

Version Area (full) Area (registersl) Area (round) Throughput
[kGE] [kGE] [kGE] [Mbps]

KEYAK RIVER 23.7 4.5 6 4500
KEYAK LAKE 52.5 7.5 12 11200

from 800 to 1600 bits. The overhead in the management of the API takes some area but
it remains reasonable. It is still possible to increase the throughput via round duplication
or triplication. Since the round represents 15 to 20 percent of the cost, we will have an
interesting improvement. These area figures are obtained using a 90 nm ST technology with
a clock speed of 100MHz, and in case of need the cores allow to increase the frequency.

2.4.3 KETJE

The Ketje algorithm is a proposal targeting lightweight systems. For this reason, it is inter-
esting to explore the implementations compliant with GMU API but also an optimized with
a custom interface. The custom interface is not only interesting for reducing footprint but
also for introducing additional functionalities. The mode presented with Ketje allows to adopt
session oriented streaming, thus the key and nonce are absorbed at the beginning of the
session and a sequence of packets can be elaborated inside a session without any need of
reusing the key. This session approach is not supported natively in the GMU API. Addition-
ally the underlying permutation can be used also for implementing a hash function and thus
basically have a complete proposal of symmetric cipher suite.

Table 2.6: Implementation figures of different KETJE ASIC hardware implementations using
the CAESAR hardware API. (Note that the core area includes overhead to be compliant with
the CAESAR hardware API.)

Version Area (full) Area (registersl) Area (round) Throughput
[kGE] [kGE] [kGE] [Mbps]

KETJE JR. 5.7 1.7 1.5 1600
KETJE SR. 9.7 3.3 2.7 3200

Table 2.7: Implementation figures of different KETJE ASIC hardware implementations using
a custom interface.

Version Area (full) Area (registersl) Area (round) Throughput
[kGE] [kGE] [kGE] [Mbps]

KETJE JR. v2 4.3 1.0 1.5 1600
KETJE SR. v2 8.3 2.0 2.7 3200
KETJE MINOR 17.4 1.5 6.0 12800
KETJE MAJOR 26.8 8.7 12.1 25600

The implementation compliant to the GMU API are related to the first version of the KETJE
proposal, thus related to the SR. and JR. versions only, while the implementations with
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a custom API are in line with the version 2 of the proposal with the two new members
KETJE MINOR and KETJE MAJOR. Synthesis results for ASIC with or without GMU API are
reported in Table 2.6 and Table 2.7 The KETJE SR. represent a very interesting trade-off in
terms of speed and limited requirement of resources. In order to increase the performances,
similarly to KEYAK, it is possible to instantiate more rounds executed in one clock cycle.
The interesting figure of KETJE is also the capability of processing one 32 bit word per clock
cycle, making it a perfect fit for embedded systems that are largely using a 32 bit architecture.
The instantiation of more rounds would increase the size of the data with the consequence
of requiring some sort of buffering. When comparing hardware with GMU or without GMU
interface it is possible to note that round logic costs are constant, as expected, while there
is a small increase in registers and a non-negligible increase for additional logic. From the
values in the tables, it is possible to see a cost increase of about 1.5 kGE, that is particular
annoying for the low-end version since it represents about 30% area increase.
Although the implementations are for an ASIC and not for a Microsemi FPGA, the implemen-
tation figures can serve as a first indicator which version is the best candidate for integration
on the target FPGA platform. HECTOR Deliverable D3.2 provides area figures for KETJE in
Microsemi FPGA.

2.4.4 ASCON

A number of hardware implementations can be found on the Ascon website[49]. All hard-
ware implementations are publicly available from github [51]. As in the case of KETJE, area
figures for ASCON in Microsemi FPGA are available in the HECTOR Deliverable D3.2. In
the following Table 2.8 we list the implementation figures of five versions of Ascon. Ascon-
fast 1 round is the reference with a rate of 128 bit and calculates 1 round per clock cycle.
Ascon-fast 2 rounds (Ascon-fast 4 rounds) calculate 2 (4) rounds per clock cycle to increase
the throughput. Ascon-64bit and Ascon-x-low-area have a rate of 64bit. Ascon-x-low-area is
designed for a small area footprint.

Table 2.8: Implementation figures of different Ascon ASIC hardware implementations using
a custom, lightweight interface. (1. . . Ascon-128a: 128bit rate; 2. . . Ascon-128: 64bit rate).

Version Area Throughput Power@1MHz
[GE] [Mbps] [µW]

Ascon-fast 1 round1 7320 7597 47
Ascon-fast 2 rounds1 10857 11232 74
Ascon-fast 4 rounds1 17991 16097 180
Ascon-64bit2 4990 72 32
Ascon-x-low-area2 2570 17 15

All the implementations listed in Table 2.8 use a custom and lightweight interface in order
to minimize the required resources. In order to compete in the CAESAR competition, it is
also required to use a specific interface, the CAESAR HW API. As already mentioned, this
interface ensures a high degree of flexibility, but it also adds a significant overhead in terms
of area. Comparing the area numbers from Table 2.8 and Table 2.9 shows that the CAESAR
hardware API adds additional 6kGE-8kGE in area. Therefore we conclude that a custom
interface is the better choice for the integration of the AE algorithm into the demonstrator.
Comparing the numbers from Table 2.8 (Area) and Table 2.9 (Area (core)) reveals that the
Ascon core for the CAESAR hardware API versions already requires more area compared to
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Table 2.9: Implementation figures of different Ascon ASIC hardware implementations using
the CAESAR hardware API. (Note that the core area includes overhead to be compliant with
the CAESAR hardware API.)

Version Area (core) Area (full) Throughput
[GE] [GE] [Mbps]

Ascon-fast 1 round 9680 13351 7326
Ascon-fast 2 rounds 13249 16920 11743
Ascon-fast 4 rounds 20380 24051 16675

the Ascon version including the custom interface. This is due to the additional features (e.g.
error handling) that have to be added to the core to be compliant to the CAESAR hardware
API.

2.4.5 PRIMATEs

As in all Sponge-based designs, the majority of implementation cost of PRIMATEs comes
from its core permutations. We have implemented round-based and serialized versions of
both PRIMATE-80 and PRIMATE-120. In the following, we denote each implementation by
P80-x and P120-x, where x indicates the number of cycles per round.
A brief description of each implementation follows:

• P80-1 and P120-1 correspond to the round-based architectures where all transforma-
tions (SBOXes, MDS matrix multiplications and constant addition) are implemented as
combinational networks, while the SR transformation is simply a rewiring of rows.

• P80-9 and P120-9 correspond to the 9 clock cycle serial implementation, where the
SRF has only two modes of operation: MC and SR. When MC is active SRF is con-
figured as a 25-bit FIFO register which feeds the data into the combinational network
at its output. This mode is used for data input, as well. SR mode is always active
during the first cycle of computation, during which it rewires the SRF to perform the SR
transformation.

• P80-41 and P120-57 serializes the MC step by performing the 5 (resp. 7) matrix mul-
tiplications in the MC transformation in 5 (resp. 7) clock cycles for PRIMATE-80 (resp.
PRIMATE-120).

• P80-16 and P120-16 correspond to the 16 clock cycle serial implementation where the
SR transformation is serialized instead of the MC transformation.

Table 2.10 shows the synthesis results of our PRIMATE implementations using Synop-
sys Design Compiler v2015.06 and 2 different standard-cell libraries: Faraday UMC 90 nm
(UMC90) and NangateOpenCellLibrary 45 nm (NAN45)). We have used Synopsys Prime-
Time v2015.06 with PX add-on to perform more accurate static timing analysis and switching
activity based power estimation. We also provide some figures at the operating frequency of
100 kHz.
Lastly, we have developed a co-processor architecture, which can be used for all PRIMATEs.
It is designed to be compatible with 8- and 16-bit processors and features a generic interface
(although different than the CAESAR HW API). We have used this interface to implement a
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Design Library Max. Freq. Area @ 100 kHz
T’put Impl. Eff’cy D. Pwr. S. Pwr. E. Eff’cy

[MHz] [kGE] [Mbit
s ] [ Mbit

kGE·s] [µW] [nW] [pJ
bit ]

P80-1
UMC90 179.60 3.68 20.00 5.43 2.32 74.00 0.12
NAN45 341.53 4.72 4.24 1.63 83.30 0.09

P80-9
UMC90 256.74 1.43 2.22 1.56 0.74 29.80 0.35
NAN45 439.77 2.05 1.08 0.78 32.80 0.37

P80-16
UMC90 509.50 1.20 1.25 1.04 0.68 25.20 0.57
NAN45 896.38 1.78 0.70 0.42 27.60 0.36

P80-41
UMC90 204.18 1.32 0.49 0.37 0.46 26.70 0.99
NAN45 267.61 1.98 0.25 0.30 31.80 0.68

P120-1
UMC90 142.27 6.32 28.00 4.42 4.61 137.00 0.17
NAN45 281.31 8.23 3.51 3.65 159.00 0.14

P120-9
UMC90 183.69 2.17 3.11 1.43 1.26 46.00 0.42
NAN45 490.17 3.10 1.00 1.17 165.00 0.43

P120-16
UMC90 447.21 1.82 1.75 0.96 1.13 38.60 0.67
NAN45 722.33 2.69 0.65 0.80 42.60 0.48

P120-57
UMC90 114.32 1.87 0.49 0.26 0.63 36.80 1.37
NAN45 239.24 2.79 0.18 0.40 44.80 0.91

Table 2.10: Post-synthesis hardware implementation results of PRIMATE permutations.

complete design of HANUMAN-80 with the P80-9 core, which is the most efficient of all
serialized versions (at the cost however of increased area and power).

Figure 2.6: HANUMAN-80 coprocessor architecture.

The architecture of our design is depicted in Figure 2.6. We have used a Spartan-6 FPGA
(XC6SLX45-3CSG324) to implement and test this design, using an OpenMSP430 imple-
mentation from the popular MSP430 microcontroller family. On this platform the whole co-
processor fits in a total of 72 (1.06%) slices (206 FFs and 278 LUTs). In ASIC, using UMC90
standard-cell library, the entire coprocessor requires 2 kGE. Note that HANUMAN-80 compli-
ant P80-9 requires 1.69 kGE. The overhead of 0.26 kGE (18.68% larger than the raw P80-9
core of 1.43 kGE) includes all the glue logic; and entire control logic, including the FSM of the
coprocessor for fetching, decoding, and executing micro-instructions. An extra overhead of
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0.31 kGE is introduced for the 8-bit instruction unit and the 40-bit IF register, which enables
circular access to SRF in a block-pipeline manner, allowing to almost negligible interface
overhead.

2.5 Improvements towards Efficiency

We described in section 2.2 the fact that the same cryptographic primitive (i.e. the crypto-
graphic sponge construction) can serve different purposes and that it can be used for differ-
ent security services required by applications. We also showed that in order to instantiate
such a cryptographic sponge, only one main building block is necessary: a suitable permu-
tation (as defined in 2.2.1). This overall translates in the possibility to significantly improve
the efficiency of the security part of an application. This becomes clear when compared with
the set of previously available cryptographic tools, which needed to be combined together
when used in most of the current practical applications.

Efficiency benefits from the cryptographic sponge constructions in several tangible aspects.
First of all, of course, having a single primitive rather than several ones for different tasks
allows to save hardware resources. For instance, there is no more the need to put together a
symmetric cipher and a hash function in the same device. In essence, a single sponge-based
hardware IP can cover any security need, except for asymmetric cryptographic schemes and
for non-digital ones (e.g. TRNG, PUF).
In addition to that, since there is no more need to compose together different primitives to
accomplish a task, the possibility to insert vulnerabilities in the application is reduced. As a
warning, we explained in 2.1 for instance how the combination of encryption and MAC gen-
eration led to catastrophically undermine the security of some largely used communication
protocols. Besides pure security-related considerations, less building blocks translates in
simplified integration of these blocks together. Moreover, reduced complexity helps prevent-
ing inefficiencies in the system.

Such simplification positively affects different aspects of the system on two different dimen-
sions:

• from the high-level definition of a security scheme to its actual implementation;

• from the cryptanalysis of the underlying permutation up to the security analysis of the
whole system built on top of it.

For instance, in case of side-channel protections, security researchers can focus on refining
the protection of a single permutation, since it will then be used for a multiplicity of services.
In contrast, it would be much harder to build a system composed of completely different
primitives (e.g. AES and SHA-2-256) that is also balanced from the side-channel protection
viewpoint. The following chapters of this document will show how it can be possible to build
a side-channel protected primitive and how such protection can be evaluated at design-time.
One of the goals of the HECTOR project is to showcase the benefits in term of efficiency
and simplicity that can be brought to some practical use cases, such as the ones addressed
by the demonstrators 2 and 3 in the WP4.
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Chapter 3

System-level Vulnerabilities and
Countermeasures

In this chapter we discuss vulnerabilities and corresponding countermeasures for devices
working with confidential data. These confidential data can e.g. be memory content only
accessible to authorized parties or communication data encrypted with some secret key to
avoid eavesdropping. The goals of an attacker in the aforementioned scenarios are typ-
ically reading the confidential memory content or revealing the secret key that secures a
communication.
In Section 3.1 we start with some general considerations on side-channel attacks targeting
embedded devices and corresponding countermeasures.
Section 3.2 provides a state-of-the-art side-channel attack classification. In the first place,
this topic is discussed from a top-level view and then converges down to physical attacks,
which can be mounted if the attacker is in physical possession of the targeted device. This
subtopic is then further split into passive and active physical attacks. For active physical
attacks, we discuss one recently published attack, a so-called statistical fault attack targeting
authenticated encryption algorithms, in detail.
Section 3.3 discusses relevant countermeasures which allow to increase the security of a de-
vice against side-channel attacks. This section is split up into two parts. First, implementation-
level countermeasures are discussed in detail. This type directly modifies the implementa-
tion of cryptographic primitives for minimizing side-channel leakage. We also present a
recently published masking scheme. Second, the focus is put on protocol-level countermea-
sures. Here, the protocol itself is modified in a way to minimize the exploitable side-channel
leakage available to an attacker. In this context, we discuss an authenticated encryption
scheme inherently secure against passive side-channel attacks.

3.1 Rationale

A huge amount of electronic devices nowadays store and process confidential data. To
ensure the confidentiality and also the integrity of this data, well-proven and mathematically
secure encryption algorithms are applied. These algorithms allow to encrypt and decrypt
the data with a secret key. In order to get unauthorized access to the confidential data, the
key poses an interesting target for attackers. Especially in scenarios, where the electronic
device might be in physical possession of an attacker for a short period of time, special care
has to be taken when implementing the cryptographic algorithm.
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During the execution of the cryptographic algorithm the attacker can measure side-channel
information like power consumption or electromagnetic emanation. This side-channel leak-
age can then be used to reveal the secret key. In order to limit the exploitable side-channel
leakage, the implementation of the cryptographic algorithm can be equipped with counter-
measures. However, the increased security level does not come for free. Countermeasures
introduce additional overhead in terms of chip area, power consumption, runtime, and the re-
quirement for random numbers. Therefore, the integration of countermeasures is a trade-off
between intended security level and implementation overhead.

3.2 Attacks

In this section, we discuss important aspects of side-channel attacks, which have become a
busy research field during the last twenty years. For the industry, it is important to keep pace
with the evolution of always new attack strategies to guarantee the security of their prod-
ucts. For the remainder of this section we give a high-level classification of state-of-the-art
side-channel attacks. This high-level view is then followed by a more-detailed discussion of
passive and active physical attacks, which pose the most-serious threat within the HECTOR
project context.

3.2.1 Classification of Side-Channel-Attacks

Side-channel attacks exploit (unintended) information leakage of computing devices or im-
plementations to infer sensitive information. Starting with the seminal works of Kocher [82],
Kocher et al. [83], Quisquater and Samyde [109], as well as Mangard et al. [88], many
follow-up papers considered attacks against cryptographic implementations to exfiltrate key
material from smartcards by means of timing information, power consumption, or electro-
magnetic (EM) emanation. Although “traditional” side-channel attacks required the attacker
to be in physical possession of the device, different attacks assumed different types of at-
tackers and different levels of invasiveness. To systematically analyse side-channel attacks,
they have been categorized along the following two orthogonal axes:

1. Active vs passive: depending on whether the attacker actively influences the behaviour
of the device or only passively observes leaking information.

2. Invasive vs semi-invasive vs non-invasive: depending on whether the attacker removes
the passivation layer of the chip, depackages the chip, or does not manipulate the
packaging at all.

With the era of cloud computing, the scope and the scale of side-channel attacks have
changed significantly in the early 2000s. While early attacks required attackers to be in
physical possession of the device, newer side-channel attacks, for example, cache-timing
attacks [129, 134, 71, 61] or DRAM row buffer attacks [106], are conducted remotely by exe-
cuting malicious software in the targeted cloud environment. In fact, the majority of recently
published side-channel attacks rely on passive attackers and are strictly non-invasive.
With the advent of mobile devices, and in particular the plethora of embedded features and
sensors, even more sophisticated side-channel attacks targeting smartphones have been
proposed since around the year 2010. For example, attacks allow to infer keyboard in-
put on touchscreens via sensor readings from native apps [41, 11, 119] and websites [92],
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to deduce a user’s location via the power consumption available from the proc filesystem
(procfs) [93], and to infer a user’s identity, location, and diseases [137] via the procfs.
Although side-channel attacks and platform security are already well-studied topics, it must
be noted that smartphone security and associated privacy aspects differ from platform se-
curity in the context of smartcards, desktop computers, and cloud computing. Especially the
following key enablers allow for more devastating attacks on mobile devices.

1. Always-on and portability : First and foremost, mobile devices are always turned on
and due to their mobility they are carried around at all times. Thus, they are tightly
integrated into our everyday life.

2. Bring your own device (BYOD): To decrease the number of devices carried around,
employees are encouraged to use private devices to process corporate data and to ac-
cess corporate infrastructure, which clearly indicates the importance of secure mobile
devices.

3. Ease of software installation: Due to the appification [3] of mobile devices, i.e., where
there is an app for almost everything, additional software can be installed easily by
means of established app markets. Hence, malware can also be spread at a fast pace.

4. OS based on Linux kernel : Modern mobile operating systems (OS), for example, An-
droid, are based on the Linux kernel. The Linux kernel, however, has initially been
designed for desktop machines and information or features that are considered harm-
less on these platforms turn out to be an immense security and/or privacy threat on
mobile devices (cf. [136]).

5. Features and sensors: Last but not least, these devices include many features and
sensors, which are not present on traditional platforms. Due to the inherent nature
of mobile devices (always-on and carried around, inherent input methods, etc.), such
features often allow for devastating side-channel attacks [41, 11, 119, 92, 93, 137].
Besides, these sensors have also been used to attack external hardware, such as
keyboards [89, 138], and computer hard drives [32], to infer videos played on TVs [118],
and even to attack 3D printers [122, 76], which clearly demonstrates the immense
power of mobile devices.

Today’s smartphones are vulnerable to (all or most of the) existing side-channel attacks
against smartcards and cloud computing infrastructures. However, due to the above men-
tioned key enablers, a new area of side-channel attacks has evolved. The appification [3] of
mobile platforms—i.e., where there is an app for anything—allows to easily target devices
and users at an unprecedented scale compared to the smartcard and the cloud setting. Yet
again, the majority of these attacks are passive and non-invasive, which means that the exist-
ing side-channel classification system is not appropriate anymore as it is too coarse grained
for a systematic categorization of modern side-channel attacks against mobile devices.
We refer to [110] for an in-depth discussion of a new categorization system for modern side-
channel attacks on mobile devices. For the remainder of this document we keep the focus
of the discussion on traditional side-channel attacks (passive and active physical attacks)
which can be identified as the main threat within the HECTOR project context.
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3.2.2 Basic Concept of Side-Channel Attacks

Passive Side-Channel Attacks. The general notion of a passive side-channel attack can
be described by means of three main components, i.e., target, side-channel vector, and
attacker. A target represents anything of interest to possible attackers. During the computa-
tion or operation of the target, it influences a side-channel vector and thereby emits potential
sensitive information. An attacker who is able to observe these side-channel vectors poten-
tially learns useful information related to the actual computations or operations performed by
the target.
Active Side-Channel Attacks. An active attacker tries to tamper with the device or to mod-
ify/influence the targeted device via a side-channel vector, e.g., via an external interface or
environmental conditions. Thereby, the attacker aims to influence the computation/opera-
tion performed by the device in a way that leads to malfunctioning, which in turn allows for
possible attacks either indirectly via the leaking side-channel information or directly via the
(erroneous) output of the targeted device.
Figure 3.1 illustrates the general notion of side-channel attacks. A target emits specific side-
channel information as it influences specific side-channel vectors. This can be the physical
movement captured by a sensor of a device during an input on a touchscreen (e.g. password
input) or more traditional the power consumption or EM emanation of a device while execut-
ing some cryptographic algorithm. The relations defined via the solid arrows, i.e., target →
side-channel vector → attacker, represent passive side-channel attacks. The relations de-
fined via the dashed arrows, i.e., target ← side-channel vector ← attacker, represent active
side-channel attacks where the attacker tries to actively influence/manipulate the target via
a side-channel vector. By tampering with the supply voltage, the clock signal or by injecting
EM pulses, an active manipulation of the device can be achieved.

Figure 3.1: General notion of active and passive side-channel attacks. A passive side-
channel attack consists of steps (1) and (2), whereas an active side-channel attack also
includes steps (3) and (4).

3.2.3 Types of Side-Channel Information Leaks

Considering existing side-channel attacks on mobile devices, we identify two categories of
side-channel information leaks, namely unintended information leaks and information pub-
lished on purpose. Figure 3.2 depicts these two types of information leaks. Informally,
side-channel attacks exploiting unintended information leaks of computing devices can also
be considered as “traditional” side-channel attacks since this category has already been ex-
tensively analysed and exploited during the smartcard era [88]. For example, unintended
information leaks include the execution time, the power consumption, or the electromagnetic
emanation of a computing device. This type of information leak is considered as unintended
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Figure 3.2: Categorization of side-channel information leaks.

because smartcard designers and developers did not plan to leak the timing information or
power consumption of computing devices on purpose.
The second category of information leaks (referred to as information published on purpose)
is mainly a result of the ever-increasing number of features provided by today’s smartphones.
In contrast to unintended information leaks, the exploited information is published on pur-
pose and for benign reasons. For instance, specific features require the device to share
(seemingly harmless) information and resources with all applications running in parallel on
the system. This information as well as specific resources are either shared by the OS
directly (via the procfs) or through the official Android API.1 Although this information is ex-
tensively used by many legitimate applications for benign purposes2, it sometimes turns out
to leak sensitive information and, thus, leads to devastating side-channel attacks. The fun-
damental design weakness of assuming information as being innocuous in the first place
also means that it is not protected by dedicated permissions. Many investigations have
impressively demonstrated that such seemingly harmless information can be used to infer
sensitive information that is otherwise protected by dedicated security mechanisms, such
as permissions. Examples include the memory footprint [79] and the data-usage statis-
tics [123] that have been shown to leak a user’s browsing behaviour and, hence, bypass the
READ_HISTORY_BOOKMARKS permission.
Furthermore, the second category seems to be more dangerous in the context of smart-
phones as new features are added frequently and new software interfaces allow to access
an unlimited number of unprotected resources. Even developers taking care of secure im-
plementations in the sense of unintended information leaks, e.g., by providing constant-time
crypto implementations, and taking care of possible software vulnerabilities like buffer over-
flow attacks, inevitably leak sensitive information due to shared resources, the OS, or the
Android API. Additionally, the provided software interfaces to access information and shared
resources allow for so-called software-only attacks, i.e., side-channel attacks that only re-
quire the execution of malicious software. This clearly represents an immense threat as
these attacks (1) do not exploit any obvious software vulnerabilities, (2) do not rely on spe-
cific privileges or permissions, and (3) can be conducted remotely via malicious apps or even
websites.

1In the literature some of the information leaks through the procfs are also denoted as storage side-
channels [132].

2For example, the data-usage statistics, i.e., the amount of incoming and outgoing network traffic, is publicly
available for all applications.
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The HECTOR USB device is on the one hand also a mobile device with input (keypad) and
output (display) functionality, but the use is more restricted compared to smartphones. It is
e.g. not possible to launch user apps on the HECTOR USB device nor it is possible to read
sensor data. Therefore the most important attack scenarios are local side-channel attacks,
both passive and active, relying on unintended information leaks. These kind of attacks will
be discussed in the following sections in more detail3.

3.2.4 Passive Physical Attacks

Passive attacks only observe leaking information without actively influencing or manipulat-
ing the target. In the context of passive physical attacks one has to distinguish Simple
Power Analysis (SPA) from Differential Power Analysis (DPA). In an SPA scenario the attack
succeeds with a small number of measurements (maybe even with a single measurement)
while a DPA scenario requires a high amount of measurements (depending on the target this
number ranges from a few thousand to several billion measurements). Hence, DPA attacks
require the observation of a high number of executions using the same secret to succeed.
Below we survey some passive side-channel attacks that require a local adversary.
Power Analysis Attacks. The actual power consumption of a device or implementation
depends on the processed data and executed instructions. Power analysis attacks exploit
this information leak to infer sensitive information.
Traditional side-channel attacks exploiting the power consumption of smartcards [88] have
also been applied on mobile devices. For instance, attacks targeting symmetric crypto-
graphic primitives [13] as well as asymmetric primitives [63, 67, 16] have been successfully
demonstrated. Such attacks have even been conducted with low-cost equipment, as has
been impressively demonstrated by Genkin et al. [63]. Furthermore, the power consumption
of smartphones allows to identify running applications [133].
Electromagnetic Analysis Attacks. Another way to attack the leaking power consumption
of computing devices is to exploit electromagnetic emanations. Gebotys et al. [62] demon-
strated attacks on software implementations of AES and ECC on Java-based PDAs. Later
on, Nakano et al. [97] attacked ECC and RSA implementations of the default crypto provider
(JCE) on Android smartphones and Belgarric et al. [16] attacked the ECDSA implementation
of Android’s Bouncy Castle.

3.2.5 Active Physical Attacks

Besides passively observing leaking information, an active attacker can also manipulate the
target, its input, or its environment in order to subsequently observe leaking information via
abnormal behaviour of the target (cf. [88]). Most active attacks that require the attacker to be
physically present with the attacked device have been investigated in the smartcard setting.
Only few of these attacks are investigated on larger systems like smartphones.
Clock/Power Glitching. Variations of the clock signal, e.g., overclocking, have been shown
to be an effective method for fault injection on embedded devices in the past. One prereq-
uisite for this attack is an external clock source. Microcontrollers applied in smartphones
typically have an internal clock generator making clock tampering impossible. Besides clock
tampering, intended variations of the power supply represent an additional method for fault

3For the interested reader, all the other side-channel attacks which pose a serious threat for mobile devices
like smartphones, are discussed in detail in the work ”Systematic Clssification of Side-Channel Attacks on
Mobile Devices”, https://arxiv.org/pdf/1611.03748.pdf
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injection. With minor hardware modifications, power-supply tampering can be applied on
most microcontroller platforms.
In [98] it is shown how to disturb the program execution of an ARM CPU on a Raspberry PI
by underpowering, i.e., the supply voltage is set to GND for a short time. Tobich et al. [127]
take advantage of the so-called forward body bias injection for inducing a fault during a
RSA-CRT calculation. Due to the relatively easy application on modern microcontrollers,
voltage-glitching attacks pose a serious threat for smartphones if attackers have physical
access to the device. This has been demonstrated by O’Flynn [101] for an off-the-shelf
Android smartphone.
Electromagnetic Fault Injection (EMFI). Transistors placed on microchips can be influ-
enced by electromagnetic radiation. EMFI attacks take advantage of this fact. These attacks
use short (in the range of nanoseconds), high-energy EM pulses to, e.g., change the state
of memory cells resulting in erroneous calculations. In contrast to voltage glitching, where
the injected fault is typically global, EMFI allows to target specific regions of a microchip
by precisely placing the EM probe, e.g., on the instruction memory, the data memory, or
CPU registers. Compared to optical fault injection, EMFI attacks do not necessarily require
a decapsulation of the chip, making them less invasive and thus more practical.
Ordas et al. [102] report successful EMFI attacks targeting the AES hardware module of a
32 bit ARM processor. Rivière et al. [113] use EMFI attacks to force instruction skips and
instruction replacements on modern ARM microcontollers. Considering the fact that ARM
processors are applied in modern smartphones, EMFI attacks represent a serious threat for
such devices.
Laser/Optical Faults. Optical fault attacks using a laser beam are among the most-effective
fault-injection techniques. These attacks take advantage of the fact that a focused laser
beam can change the state of a transistor on a microcontroller resulting in, e.g., bit flips in
memory cells. Compared to other fault-injection techniques (voltage glitching, EMFI), the
effort for optical fault injection is high. (1) Decapsulation of the chip is a prerequisite in order
to access the silicone with the laser beam. Besides, (2) finding the correct location for the
laser beam to produce exploitable faults is also not a trivial task.
First optical fault-injection attacks targeting an 8-bit microcontroller have been published by
Skorobogatov and Anderson [121] in 2002. Inspired by their work, several optical fault-
injection attacks have been published in the following years, most of them targeting smart-
cards or low-resource embedded devices (e.g. [130], [117]). The increasing number of metal
layers on top of the silicone, decreasing feature size (small process technology), and the high
decapsulation effort make optical fault injection difficult to apply on modern microprocessors
used in smartphones.
NAND Mirroring. Data mirroring refers to the replication of data storage between different
locations. Such techniques are used to recover critical data after disasters but also allow to
restore a previous system state.
The Apple iPhone protects user’s privacy by encrypting the data. Therefore, a passcode and
a hardware-based key are used to derive various keys that can be used to protect the data
on the device. As a dedicated hardware-based key is used to derive these keys, brute-force
attempts must be done on the attacked device. Furthermore, brute-force attempts are dis-
couraged by gradually increasing the waiting time between wrongly entered passcodes up
to the point where the phone is wiped. In response to the Apple vs FBI case, Skoroboga-
tov [120] demonstrated that NAND mirroring can be used to reset the phone state and, thus,
can be used to brute-force the passcode. Clearly, this approach also represents an active
attack as the attacker actively influences (resets) the state of the device.
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Temperature Variation. Operating a device outside of its specified temperature range al-
lows to cause faulty behaviour. Heating up a device above the maximum specified tempera-
ture can cause faults in memory cells. Cooling down the device has an effect on the speed
RAM content fades away after power off (remanence effect of RAM).
Hutter and Schmidt [77] present heating fault attacks targeting an AVR microcontroller. They
prove the practicability of this approach by successfully attacking an RSA implementation
on named microcontroller. FROST [96], on the other hand, is a tool for recovering disc
encryption keys from RAM on Android devices by means of cold-boot attacks. Here the
authors take advantage of the increased time data in RAM remains valid after power off due
to low temperature.

The Application of Fault Attacks Targeting Authenticated Encryption Algorithms

In this section, we want to summarize the outcome of the work “Statistical Fault Attacks on
Nonce-Based Authenticated Encryption Schemes”4. The results presented there are closely
related to the applied encryption mechanisms discussed in the previous chapter and are
therefore highly relevant for the HECTOR project.
In this work, first practical fault attacks on several nonce-based authenticated encryption
modes for AES are presented. This includes attacks on the ISO/IEC standards GCM, CCM,
EAX, and OCB, as well as several second-round candidates of the ongoing CAESAR com-
petition. All attacks are based on the Statistical Fault Attacks by Fuhr et al. [59], which use a
biased fault model and analyse collections of faulty ciphertexts. Hereby, we put effort in re-
ducing the assumptions made regarding the capabilities of an attacker as much as possible.
In the attacks, we only assume that we are able to influence some byte (or a larger structure)
of the internal AES state before the last application of MixColumns, so that the value of this
byte is afterwards non-uniformly distributed.
In order to show the practical relevance of Statistical Fault Attacks and for evaluating our
assumptions on the capabilities of an attacker, we perform several fault-injection experiments
targeting real hardware. For instance, laser fault injections targeting an AES co-processor
of a smartcard microcontroller, which is used to implement modes like GCM or CCM, show
that 4 bytes (resp. all 16 bytes) of the last round key can be revealed with a small number of
faulty ciphertexts.

Preliminaries. In 2013, Fuhr et al. proposed a new type of fault attack, called Statistical
Fault Attack (SFA) [59]. In contrast to most previous attacks, the adversary only requires a
collection of faulty ciphertexts encrypted with the same key. Hence, SFA works with random
and unknown plaintexts. The main requirement for this attack to succeed is that one or
several bytes of the state follow a non-uniform distribution after the fault injection. As the
practical results presented later show, this requirement is met on all our evaluated targets
with different fault-injection techniques.
For evaluating the non-uniformity of specific state bytes we apply the Squared Euclidian
Imbalance (SEI) distinguisher: Let s be the bitsize of our biased intermediate value Si =
f−1(K̂, C̃i), computed from the faulty ciphertext C̃i under the key hypothesis K̂. Assuming
that we have N faulty ciphertexts, the SEI d is calculated as:

d(K̂) =
2s−1∑
δ=0

(
#{i | f−1(K̂, C̃i) = δ}

N
− 1

2s

)2

.

4The full work can be accessed via https://doi.org/10.5281/zenodo.154485
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This distinguisher assigns high values to key hypotheses K̂ that lead to distributions of in-
termediate values Si with many collisions. For instance, consider a sample size of N = 2s

samples. Then, the SEI is essentially counting collisions, since only events that occur ex-
actly once do not increase d. Moreover, since the deviation from uniform is squared, a
greater deviation, or in our sense a multi-collision, contributes more to d.

Results of the Practical Fault Attacks. In order to demonstrate the practical relevance
of Statistical Fault Attacks, three fault-injection experiments targeting real hardware were
performed.
An AES-GCM implementation executed on an off-the-shelf microcontroller served as tar-
get for the first experiment. In this context, we used the ASM AES version from [104] to
realize the block cipher. Due to the lack of embedded platforms implementing GCM or
CCM completely in hardware, we put the focus of the following analysis on hardware AES
co-processors available on a smartcard microcontroller and on a general-purpose microcon-
troller, respectively. The remaining parts for realizing the authenticated encryption modes
are then implemented in software.
In all settings, the fault injections aim to induce a bias on at least one byte of the AES state
before the last MixColumns transformation, and allow to reveal 32 bits of the last AES round
key. For full key recovery, the attack has to be repeated three more times. The following
list provides an overview of the fault-injection methods and the attack results for the three
settings:

1. Clock tampering has been used to disturb the execution of the AES software imple-
mentation running on an ATxmega 256A3 general-purpose microcontroller. This set-
ting allowed to reveal 4 bytes of the last round key with less than 30 faulted ciphertexts.

2. Laser fault injections on an AES co-processor on a smartcard microcontroller. Our
experiments show that less than 16 faulty ciphertexts are sufficient to reveal 4 bytes of
the last round key.

3. Clock tampering on a hardware AES co-processor implemented on a general-purpose
microcontroller. In this setting, we need approximately 1 200 faulted ciphertexts for
recovering 4 bytes of the last round key.

For all attacks, 4 bytes of the last round key can be recovered out of the faulted ciphertexts
in less than one hour using an Intel Core i7 3770K. In the following, we give a detailed de-
scription and summary of the practical fault-injection attacks.

(1) AES Software Implementation on an 8-bit Microcontroller
In the following setting, we used clock glitches to provoke faults during an AES computation
implemented in software on an 8-bit microcontroller. In particular, we used the ASM AES
version from [104] for realizing the GCM AE mode.
For the clock-glitch experiments, we used a nominal clock frequency of 24 MHz (Tclk =
41.7ns). According to [104], one 128-bit encryption requires 2 555 clock cycles. For sim-
plicity, we used one general-purpose I/O pin of the microcontroller for indicating the start of
the AES encryption. This trigger pin together with the knowledge of the length of the AES
encryption procedure allows to find the correct time interval for inserting the clock glitch.
Next to that, our results show that faults in consecutive clock cycles also lead to successful
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key recovery. As a consequence, this behaviour allows to relax the precision prerequisite of
the trigger information.
With the found parameters, we collected two sets, each containing 80 faulty ciphertexts.
For the first set, a single clock glitch was inserted. For the second set, clock glitches in 50
consecutive clock cycles were inserted. Next, we performed SFA attacks using an increasing
number of faulty ciphertexts on both sets individually. The results containing the set size
N , the SEI value for the correct subkey (SEIc), and the maximum SEI value of the wrong
subkey guesses (SEIw) were stored in two separate lists (one list for each set) in the format
[N, SEIc,max(SEIw)]. For this attack scenario, we started with N = 4 and increased N in
every iteration by 4.
Figure 3.3 displays the evolution of the SEI values for increasing number of ciphertexts in
the single clock glitch setting. Values corresponding to the correct subkey are plotted in red,
the maximum SEI values of the wrong subkey guesses are plotted in blue. With 30 faulty
ciphertexts, SEIc exceeds max(SEIw), which allows to reveal the correct subkey value.

Figure 3.3: SEI values for correct key (SEIc) plotted against best SEI for a wrong key
(max(SEIw)) for increasing number of faulty encryptions. Setup: AES software implementa-
tion, single clock glitch.

Figure 3.4 displays the evolution of the SEI values for an increasing number of ciphertexts
for the setting with 50 consecutive clock glitches. In this setting, 24 ciphertexts are sufficient
for SEIc to exceed max(SEIw), which allows to reveal the correct subkey value.
Results of the fault attacks targeting the AES software implementations using clock glitches
show that with 30 faulty ciphertexts, it is possible to reveal the 32-bit subkey if a single clock
glitch is inserted. Furthermore, if the clock glitch is inserted in 50 consecutive clock cycles,
approximately 25 faulty ciphertexts are sufficient for subkey recovery. We did not further in-
vestigate the approach of inserting the clock glitch in consecutive clock cycles because this
is out of scope of the current work. Nevertheless, by carefully trimming the fault injection
parameters, the number of faulty ciphertexts for successful subkey recovery could probably
be further decreased.

(2) AES Hardware Co-Processor of a Smartcard Microcontroller
In this experiment, we used a laser fault injection system to induce faults during encryptions
of an AES Hardware co-processor of a smartcard microcontroller. This co-processor can
easily be used as building block for realizing authenticated encryption modes like GCM or
CCM on the smartcard.
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Figure 3.4: Evolution of the SEI values with increasing number of faulty encryptions. Setup:
AES software implementation, multiple clock glitches.

The laser fault injection system consists of an infrared laser diode module and a microscope
allowing to focus the laser spot depending on the microscope objective used. Here an ob-
jective with a 10×magnification is used. The whole system is mounted on a motorized X-Y-Z
stage.
As the smartcard microcontroller runs its own operating system, the only signal available
for triggering the laser injection system is the sending of the encryption command through
APDU command. Therefore, a temporal delay is added to postpone the laser injection during
the AES encryption thanks to a remotely controllable pulse generator. Furthermore, as the
smartcard microcontroller runs on its own internal clock network, an inherent temporal jitter
is present due to the asynchronism between the laser injection system and the smartcard
microcontroller clock network. These experimental conditions are very close to the ones
present in real world scenarios.
By applying a spatial fault injection cartography, we have been able to find a spatial position
where only one byte of the AES state is faulted. Furthermore, by trying different delays, we
found a spatio-temporal setting where only 4 bytes of the ciphertext were faulted with a high
reliability. By studying the indices of the faulted ciphertext bytes, we concluded that we suc-
cessfully induced a fault on one byte of the AES state just before the last MixColumns . The
fact that the hardware AES module can also be used outside of the context of authenticated
encryption, i.e., for encrypting single plaintext blocks, simplified this profiling. However, if
the stand-alone usage of the AES co-processor is not possible on the attacked platform, the
search for the right fault injection parameters becomes more complicated, but is still feasible.
With the found parameters, we collected again 80 faulty ciphertexts. With the collected faulty
ciphertexts, the same evaluation as in the previous section was conducted. We started again
with an initial attack set size N = 4 and increased the size of the attack set by 4 in every
iteration. The evolution of the SEI values with increasing set size is depicted in Figure 3.5.
Values corresponding to the correct subkey are plotted in red, the maximum SEI values of
the wrong subkey guesses are plotted in blue.
As depicted on Figure 3.5, SEIc already exceeds max(SEIw) with only N = 16 ciphertexts.
Therefore, this number of ciphertexts allows to retrieve 4 bytes of the correct last round key.
This result validates the practicability of the fault model and even shows that laser-based
fault injection systems are well suitable for this kind of attacks.

HECTOR D3.1 Page 38 of 129



D3.1 - Report on the Efficient Implementations of Crypto Algorithms & Building Blocks

Figure 3.5: Evolution of the SEI values with increasing number of faulty encryptions. Setup:
AES hardware co-processor of a smartcard microcontroller, laser.

(3) AES Co-Processor on a General-Purpose Microcontroller
In this setting, we use clock glitches to inject faults during the encryption procedure of an
AES co-processor integrated on a general-purpose microcontroller. This co-processor can
on the one hand be used as stand-alone block cipher to encrypt plaintext blocks, on the
other hand it can be used in the context of AE for realizing a mode of operation like GCM
or CCM. The co-processor in stand-alone mode allows profiling the hardware in order to
find suitable fault-injection parameters. The target of the fault injection is the output of the
byte substitution (SubBytes ) in the 9th AES round. The AES co-processor implements the
SubBytes function with pure combinational logic. Since one column of the state is processed
in a single clock cycle, this allows to create faults in 4 bytes of the state with a single clock
glitch.
We define with Tglitch the time interval between two subsequent positive clock edges in case
of a clock glitch. This value is smaller compared to the nominal clock period Tclk, as illustrated
in Figure 3.6. If Tglitch is smaller than the path delay of the combinational SubBytes block,
the output value of this block has not settled to its correct, stable value. As a result, a wrong
value is sampled by the registers at the output of the block, which leads to faults in the
ciphertext.

clk Tglitch

Tclk

Figure 3.6: Clock signal with intentionally inserted additional positive clock edge.

For the clock glitch experiments, we used a nominal clock frequency of 10 MHz (Tclk =
100ns). Preliminary fault experiments allowed to find the correct clock cycle (i.e., the delay
between the start of the encryption and the targeted instruction) to disturb the SubBytes op-
eration in the 9th round before the MixColumns step. With Tglitch = 10.2ns, we achieved a
fault probability of 99.5 %.
With these parameters, we executed the AES encryption to receive 2 000 faulty ciphertexts.
The increased number of ciphertexts was required because preliminary experiments re-
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vealed that the bias introduced with the clock glitch was significantly smaller compared to
the bias introduced by the laser attack. With the collected faulty ciphertexts, the same eval-
uation as in the previous section was conducted. Due to a smaller bias, we started with an
initial attack set size N = 32 and increased the size of the attack set by 32 in every iteration.
The evolution of the SEI values with increasing set size is depicted in Figure 3.7. Values
corresponding to the correct subkey are again plotted in red, the maximum SEI values of the
wrong subkey guesses are plotted in blue.
As depicted on Figure 3.7, starting at 1 200 ciphertexts, SEIc exceeds max(SEIw). This al-
lows to reveal the correct subkey in an attack setting. Compared to the results presented
in the previous section, the number of required ciphertexts is nearly 100 times higher, but
the number is still practical and this amount of ciphertexts can be collected within minutes.
However, the effort for performing clock-glitch attacks compared to laser fault attacks (e.g.,
preparing the fault-injection environment, finding good fault-injection parameters) is signifi-
cantly smaller, which has to be taken into account.

Figure 3.7: Evolution of the SEI values with increasing number of faulty encryptions. Setup:
AES co-processor on a general-purpose microcontroller, clock glitch.

3.3 Countermeasures

In order to protect cryptographic implementations against side-channel attacks like the ones
discussed in the previous section, a variety of countermeasures have been proposed during
the last years. This section provides an overview of some of the most-popular countermea-
sures at the moment. We split this section in two main parts. In the first part, implementation
level countermeasures are discussed. This approach directly integrates the countermeasure
into the cryptographic implementation that needs to be protected. The second part deals
with protocol-level countermeasures. Here the protocol is modified in order to minimize the
amount of exploitable leakage available to an attacker.

3.3.1 Implementation-Level Countermeasures

One approach to achieve resistance against passive physical attacks is hiding in the time
domain [88]. This approach randomizes the order of sensitive operations from one execution
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to the next one. In addition, so-called dummy operations, which cannot be distinguished from
the sensitive operations, can be randomly inserted. In a DPA scenario, these techniques
make it hard for an attacker to find the point in time where the sensitive data is processed in
every measurement. Depending on the intended security level the degree of randomization
can be scaled. These countermeasures introduce a significant overhead in terms of runtime
(due to the insertion of dummy operations) and demand random numbers.
A second approach to achieve resistance against passive physical attacks is to make sensi-
tive computations independent from the processed data by using so-called masking schemes.
There exist many masking schemes, the scheme of Goubin et al. [69], or Ishai et al.’s private
circuits [78], and the Trichina gate [128]. However, the aforementioned schemes have been
shown to be vulnerable against glitches and thus rigorous care has to be taken during the
implementation to avoid this issue.
Basically, sensitive values are combined with masks at the beginning of the algorithm, and
the algorithm acts on these masked values. This means that any leakage observed by
the attacker will be related to the masked values, rather than the original sensitive values.
Of course the algorithm itself must be adapted in order to properly reconstruct the correct
(i.e. unmasked) result at the end. When a single sensitive value is protected only by a
single mask value, it is still possible for the attacker to overcome the countermeasure by
combining two leakages: one related to the masked value, and the other related to the
mask. This can be extended even when more than a single mask is involved, by exploiting
several leakages together. Because the attacker must consider more than a leakage, such
attacks are called high-order attacks. However, the more leakages must be evaluated, the
more complex and hard to apply in practice becomes the attack. For that reason the most
sophisticated countermeasures make use of several mask values at the same time.
There exist masking schemes that are inherently immune against glitches. The most pop-
ular scheme is the threshold implementation (TI) masking scheme introduced by Nikova et
al. [99]. It has been extensively researched and extended by Bilgin et al. [33, 35, 37] during
the last years. There exist many protected hardware implementations that are based on
TI [34, 36, 95].
Recently, Reparaz et al. [112] introduced the Consolidated Masking Scheme (CMS). One
interesting aspect of the CMS scheme is the possibility to reduce the number of required
input shares of TI from td + 1 to d + 1, where d corresponds to the attack order and t is the
algebraic degree of the function that should be protected. At CHES 2016, De Cnudde et
al. [44] demonstrated the suitability of using only d + 1 shares on an AES hardware design.
The design requires less chip area than related work, but at the cost of an increased random-
ness demand compared to td + 1 TI. More specifically, the CMS scheme requires (d+ 1)2

random bits for protecting one GF (2n) multiplication as required multiple times for the AES
SBOX.
Availability of random values is crucial for the efficiency of masked implementations and for
the effectiveness of the countermeasure. As shown in other Work Packages of the HECTOR
project, producing a high amount of random numbers in hardware, however, is not trivial.
In the remainder of this section we present the results of the work “Domain-Oriented Mask-
ing: Compact Masked Hardware Implementations with Arbitrary Protection Order”5.

5The full version of the work ”Domain-Oriented Masking: Compact Masked Hardware Implementations with
Arbitrary Protection Order” can be found online at https://eprint.iacr.org/2016/486
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Table 3.1: First-order secure AES-128 implementation results.
Design/Module Chip Area Randomness Cycles Throughput @0.1 MHz

[%] [kGE] [Bits/SBOX] [Kbps.]
Our Implementation (90 nm)

This work 100.0 6.0 18 246 52
SBOX 37.3 2.2
State registers 34.0 2.0
Key registers 21.0 1.3
Control, et cetera 7.7 0.5

td+1 Threshold Implementations (180 nm)
Moradi et al. [95] 11.0 / 10.8a 48 266 48
Bilgin et al. [34] 9.1 / 8.2a 44 246 52
Bilgin et al. [36] 8.1 / 7.3a 32 246 52

d+1 Threshold Implementations (45 nm)
De Cnudde et al. [44] 6.7 / 6.3a 54 276 46

a This variant uses the compile ultra flag which is not available in our tool chain.

An Efficient Side-Channel Protected AES Implementation with Arbitrary Protection
Order

In this work, an efficient side-channel protected AES hardware design is introduced. We
demonstrate how to achieve resistance against multivariate higher-order attacks in the pres-
ence of glitches for the same randomness cost as the private circuits scheme of Ishai et
al. [78]. Although our AES design is scalable, it is smaller, faster, and less randomness
demanding than other side-channel protected AES implementations. Our first-order secure
AES design, for example, requires only 18 bits of randomness per SBOX operation and
6 kGE of chip area. We demonstrate the flexibility of our AES implementation by synthesiz-
ing it up to the 15th protection order.

Implementation Results. All stated numbers are post-synthesis results for a 90 nm UMC
Low-K process with 1.0 V power supply and 0.1 MHz clock frequency (in accordance with
related work). Our designs are compiled with the Cadence Encounter RTL compiler ver-
sion v08.10-s28 1 and routed with Cadence NanoRoute v08.10-s155. Please note that in
general hardware results for different technologies, compiled and synthesized with different
tool chains are difficult to compare. Furthermore, the functionality implemented by different
modules is not always consistent with other implementations. The comparison of chip area
results with related work should therefore be seen under this premise. To make comparison
with our generic AES design easier for future work, we therefore decided on publishing the
source code online6.
Besides the area of the design itself, for a masked hardware design the required number of
fresh random bits is also crucial for the overall efficiency of an implementation.

First-order secure AES.
Table 3.1 compares our first-order secure AES hardware implementation with related work.
The d + 1 share designs of [44] with 6.7 kGE and our design with 6 kGE are smaller than
the td + 1 TI designs. The size difference mainly comes from the fact that td + 1 TI requires
at least three shares for securely calculating non-linear functions while the first-order d + 1

6DOM Protected Hardware Implementation of AES can be found at https://github.com/hgrosz/
aes-dom
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Table 3.2: Second-order secure AES-128 implementation results.
Design/Module Chip Area Randomness Cycles Throughput @0.1 MHz

[%] [kGE] [Bits/SBOX] [Kbps.]
Our Implementation (90 nm)

This work 100.0 10.0 54 246 52
SBOX 45.1 4.5
State registers 30.3 3.0
Key registers 18.7 1.9
Control, et cetera 5.9 0.6

td+1 Threshold Implementation (estimated [44] , 45 nm)
De Cnudde et al. [43] 18.6 / 14.9a 126 276 46

d+1 Threshold Implementation (45 nm)
De Cnudde et al. [44] 10.5 / 10.3a 162 276 46

a This variant uses the compile ultra flag which is not available in our tool chain.

share designs require only two shares.
In comparison with d+ 1 TI design [44] which requires 54 random bits per SBOX calculation,
our design requires with 18 bits only a third of its random bits. Nevertheless, our design
achieves the same throughput as the td + 1 TI design of Bilgin et al.with 52 Kbps for a 100
kHz clock and requires 14 bits less fresh randomness.

Second-order secure AES.
In Table 3.2, a comparison of our second-order AES design with other second-order secure
designs is given. In case of the td+1 TI design the chip area was estimated by De Cnudde et
al. [44]. Again, there is a noticeable gap between the td+1 share design with about 14.9 kGE
and the d + 1 share designs with about 10 kGE in terms of chip area resulting from the in-
creased amount of shares (five shares versus three shares). Considering the randomness
demand of the designs, our design requires 54 bits which is more than two times less than
the td + 1 design with 126 fresh random bits, and three times less than the d + 1 TI design
with 162 bits. In terms of throughput, our AES design requires 246 cycles instead of 276
cycles per encryption.

dth-Order AES.
The generic construction of our AES implementation not only allows the calculation of the
number of required fresh random bits of 9d(d+1), but furthermore it is possible to synthesize
the AES implementation for arbitrary protection orders by just changing one input parameter
of our hardware design.
Figure 3.8 shows the post-synthesis area results for the different components in relation
to the protection order. It can be observed that the state key and control logic require-
ments grow linearly with the protection order. The SBOX and the contained GF gates grow
quadratically. For the SBOX, the size increases from 37.4% for the first-order implementation
to about 78.5% for the 15th-order. The relative size of the state and key register decrease
from 34% and 21% to around 12.2% and 7.5%, respectively. The smallest amount of chip
area is spent on the control logic, which stays almost constant.

Side-Channel Evaluation. We analyse the resistance of our AES designs against side-
channel analysis attacks by applying leakage detection tests based on the methodology
proposed by Goodwill et al. [68]. In particular, we use a fix vs. random test in order to
assess whether the means of two sets of power measurements are different or not. To
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Figure 3.8: Area requirements absolute (left) and in percent (right) per protection order.

this end we collect a set A containing traces with a constant (unshared) input, and a set
B containing traces with randomly picked inputs. The so-called t value is calculated by
applying the Welch’s t-test according to Equation 3.1, where X denotes the sample mean,
S2 the sample variance, and N the number of samples in each set.

t =
XA −XB√
S2
A

NA
+

S2
B

NB

(3.1)

If the t value is outside the confidence interval of ±4.5 the null-hypothesis is rejected with
confidence greater than 99.999% for large sizes of N , i.e. indicating that the two sets are
distinguishable and thus highlighting the existence of side-channel leakage.
Our evaluation approach is quite similar to what is checked in the d-probing model. Instead
of using power trace values of, e.g., an FPGA implementation of our design, the t values
of each individual signal are recorded for a post-synthesis netlist of our AES design during
simulation. In comparison to an FPGA based validation this approach has three advantages:
(1) the signals are completely noise free, meaning that the distributions of each signal are
compared for both sets under perfect attacking conditions, (2) if any statistical differences
are found, the signals can be directly pin-pointed that fail the t-test, (3) if ASIC implementa-
tions are targeted, the synthesized netlist is closer to the final ASIC implementation than an
FPGA implementation.

First-order AES design.
The results of the first-order t-test for our first-order secure design are shown in Figure 3.9
(left) for up to one million traces. The t-value stays below the ±4.5 border as required by the
t-test to succeed. To demonstrate the soundness of our evaluation setup we also performed
a second-order t-test. However, for the second-order t-test in a bivariate attack setting, per-
forming individual t-tests for each signal separately is no longer feasible. The evaluation of
each signal combined with every other signal for different points in time would take too long.
Therefore, one single trace is calculated that sums up all signal transitions together. We then
combine in each case two trace points over centered product pre-processing for all points
in time within an eight clock cycles period (the delay of the SBOX). As expected the t-tests
fail with great confidence with t values clearly above the ±4.5 border even for just a hundred
traces.

Second-order AES design.
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Figure 3.9: First-order t-test (left) and second-order t-test (right) for first-order secure AES
design.

Figure 3.10: First-order t-test (left) and second-order t-test (right) for second-order secure
AES design.

The t-test for the second-order AES design are illustrated in Figure 3.10. The result for a first-
order t-test are on the left side and for the second-order bivariate t-test on the right. In both
cases the t-tests do not indicate any leakage. We thus conclude that our implementation
seems to be correct and secure in a bivariate second-order attack scenario.

3.3.2 Protocol-Level Countermeasures

Next to implementation level countermeasures, another approach to counteract side-channel
attacks is to change cryptographic protocols in such a way that certain types of side-channel
attacks cannot be performed at all on the underlying cryptographic primitive. Most protocol
designs aim at inherently preventing DPA attacks, which is the strongest class of passive
side-channel attacks. DPA attacks accumulate information about a cryptographic key by
observing multiple encryptions/decryptions of different inputs. The fact that different inputs
are used allows to extract keys very efficiently via statistical techniques like Bayesian dis-
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tinguishers [42] or correlation [39]. In case DPA attacks are prevented by the design of the
protocol, the basic approach thus is to limit the exploitable data complexity of the underly-
ing cryptographic primitive for each key by a certain number q (q-limiting [124]). The corner
case are 1-limiting constructions which are inherently secure against DPA attacks as they
allow attackers to just observe one input per secret key. Hence, attackers are restricted to
techniques like SPA which eventually leads to significantly lower overheads for the imple-
mentation of the cryptographic primitive.
Examples of the approach of inherently preventing DPA attacks are fresh re-keying [91, 90]
and leakage-resilient cryptography, which brought forth encryption schemes [107, 56] and
message authentication codes (MACs) [105].
While the schemes as such are quite different, the security of all the published schemes with
inherent protection against DPA attacks relies on two basic properties. First, the schemes
require a side-channel secure initialization with a fresh session key on every invocation.
Second, the schemes require that the information an attacker can learn by collecting side-
channel information about the session key is bounded [53]. These two basic properties do
not just guarantee side-channel security, but also result in designs that turn out to be quite
efficient for processing bulk data, since—besides the side-channel secure initialization—the
cryptographic primitive does not need to be protected using implementation-level counter-
measures.
In the work “ISAP – Authenticated Encryption Inherently Secure Against Passive Side-
Channel Attacks” [47] a novel symmetric authenticated encryption scheme that also relies
on these two basic properties is presented. The presented scheme provides significant im-
provements with respect to both properties. First, the authenticated encryption scheme can
be applied to settings where it is highly beneficial, or even required, to allow multiple decryp-
tions and verifications of the same ciphertext. Current schemes have not been designed
to be used in such settings. Second, it is shown that the parameters of permutation-based
cryptographic primitives provide a flexible tool to cope with the maximum tolerable leakage
of cryptographic schemes on an algorithmic level. For the remainder of this section we sum-
marize the two main contributions and results of this work. For the full version including all
details we refer to [47].

ISAP – Authenticated Encryption Inherently Secure Against Passive Side-Channel At-
tacks

Contributions. Schemes with inherent protection against DPA require a side-channel se-
cure initialization in order to obtain a fresh session key for every cryptographic operation.
Such session key k0 is typically derived from a pre-shared master key K using a nonce n by
means of a re-keying function g : (K,n) 7→ k0 that is carefully designed to prevent both DPA
and SPA attacks. The purpose of this secure initialization is to ensure that cryptographic
operations for different data inputs are always done using different keys. Hence, whenever a
party encrypts or authenticates data, a new nonce is generated to derive a new session key.
While this approach successfully prevents DPA on the party performing the encryption or
authentication (sender of a message), the situation is more challenging for the party per-
forming decryptions or verifications (receiver of a message). The reason for this is that the
decrypting party has no control of the nonce n. Therefore, an attacker might send arbitrary
messages to the decryption device using the same nonce n for all sent messages. This
behaviour results in different messages being decrypted using the same session key k0. As
a result, decryption is vulnerable to DPA, and more concretely, it is the multiple decryption
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with the same session key k0 that causes this DPA vulnerability. In order to prevent this kind
of DPA attacks, the receiver either needs to be protected by other means [91], or all commu-
nicating parties are required to contribute to the nonce that is used to derive the session key
from a pre-shared master key [90].
In our first contribution, we overcome this problematic situation and present a symmetric
authenticated encryption scheme that does not have any special requirements on the initial-
ization and the nonces. In fact, with respect to both usage and requirements, it is a standard
nonce-based symmetric authenticated encryption scheme that fulfils all functional require-
ments of the CAESAR call [126] and at the same time provides inherent protection against
DPA attacks for all involved parties, i.e., also the decrypting party. This is achieved by making
the initialization of the authenticated encryption scheme depend on the processed message
itself. This implicitly prevents DPA attacks and enables several new use cases. In particular,
the scheme remains secure in settings that allow multiple decryptions and verifications of
the same ciphertext. Such settings cannot be realized with existing schemes, as they would
require fresh nonces for every encryption and decryption.
Our second contribution is that we show how permutation-based designs can be used in
order to scale implementations for different leakage bounds. Essentially, we model the side-
channel leakage as part of the public output of the permutation. This allows us to adjust
the maximum tolerable leakage by varying the permutation parameters. Using this flexible
tool as a basis, we propose an efficient sponge-based variant of our authenticated encryp-
tion scheme and two novel permutation-based re-keying functions inherently secure against
DPA attacks. We instantiate the sponge-based authenticated encryption scheme ISAP using
KECCAK and present the results of its hardware implementation. This instance maintains
128-bit security in the presence of up to 16 bits leakage per permutation call, can be used
in settings of multiple decryptions and verifications, and yet has approximately the same
runtime and area requirements as state-of-the-art schemes. Put into numbers, the hard-
ware implementation using an UMC 130 nm technology consumes 14 kGE, takes 22.35µs
for secure initialization, and performs authenticated encryption in roughly 0.15µs per 128-bit
block.
All these properties make ISAP suitable for a set of highly relevant settings in practice. One
prominent example is the decryption and verification of firmware images or FPGA bitfiles,
which requires that it is possible to do multiple decryptions and verifications with the same
session key by different parties. There is one party that encrypts and authenticates the
image or bitfile once and there are many devices that decrypt and verify it. Another example
is the bulk storage of data. In such scenario, the goal is to encrypt and authenticate once
and to allow multiple decryptions and verifications without the need to re-encrypt the data
upon every read operation. These scenarios again highlight the main benefit of ISAP over
existing schemes: ISAP remains secure in all these settings allowing for multiple decryption
and verification and simultaneously has practical implementation cost.
As described in Chapter 2, the versatile sponge construction has been adopted in the de-
sign of various cryptographic primitives, e.g., in authenticated encryption (AE) designs for
the ongoing CAESAR competition. Besides their flexibility, permutation-based constructions
also offer a convenient way to deal with bounded SPA leakage.
In the following, ISAP – an authenticated encryption scheme inherently secure against pas-
sive side-channel attacks that solely relies on permutation-based primitives is introduced.
ISAP consists of both a sponge-based encryption scheme ISAPENC and a sponge-based
authentication part ISAPMAC . ISAPENC was designed as a streaming mode since previous
work [107, 56] already suggests the high suitability of streaming modes to obtain encryption
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schemes secure against side-channel attacks.
On the other hand, ISAPMAC combines a re-keying function and a sponge-based MAC in a
novel way to obtain a MAC inherently secure against DPA with only one pass over the input
data. For the secure re-keying function, either a generic permutation-based construction,
ISAPRK1 , or a sponge construction, ISAPRK2 , can be used. ISAPRK1 is a design inherently
secure against DPA, whereas ISAPRK2 is a more efficient design based on a stronger side-
channel assumption.
Throughout this section, the side-channel discussion of the four ISAP primitives assumes
SPA secure implementations of the single components and focuses on DPA only.

Authenticated Encryption Mode. The sponge-based instances of the encryption part IS-
APENC and the authentication part ISAPMAC are now presented consecutively.

Encryption/Decryption.
The sponge mode to encrypt plaintexts, ISAPENC , is shown in Figure 3.11. It is an adapta-
tion of the streaming mode in [25], which is proven cryptographically secure in [8]. In contrast
to the “standard” sponge-based streaming mode in [25], ISAPENC uses a different session
key k1 for each new nonce n. This session key k1 is provided via the secure re-keying
function g1.
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Figure 3.11: Encryption part: ISAPENC .

Whenever a cryptographic primitive is frequently re-keyed, care has to be taken to preclude
generic time-memory trade-off (TMTO) attacks to recover the secret master key K1 [46]. To
avoid such attacks, ISAPENC uses both the session key k1 and the nonce n as inputs to the
first permutation call p. Hence, the design principle is similar to the fresh re-keying schemes
recently presented in [48].
The initialization with a fresh nonce n and a new session key k1 for each encryption en-
sures that the key stream is unpredictable and unique for different encryptions. Multiple
decryption of different ciphertexts with the same nonce n and session key k1 is inherently
prevented by the authentication part. DPA on the master key K1 is prevented by the use of
the (DPA and SPA) secure re-keying function g1 to initialize the streaming mode in ISAPENC .

Authentication/Verification.
The authentication part of the authenticated encryption mode consists of the following three
steps:

1. Hash the data to get y,

2. Use y to derive the data-dependent MAC session key k2, and

3. Compute the MAC with k2 to authenticate the data.
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Following this description, two cryptographic primitives, a hash function and a MAC, are
required. However, a suffix-MAC allows to virtually combine the hash function and the MAC
in one primitive. The result is ISAPMAC in Figure 3.12, a sponge-based suffix-MAC that is
inherently secure against DPA.
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Figure 3.12: Authentication part: ISAPMAC (not showing authenticated data).

Bertoni et al. [25] showed that one can always turn a sponge into a MAC by either putting the
key before (prefix-MAC), or after the message (suffix-MAC), as this always gives a pseudo-
random function as long as the sponge itself behaves like a random oracle. Compared to
a “standard” sponge-based suffix-MAC, ISAPMAC uses a secure re-keying function g2 to
absorb the secret key K2. Note however, that whenever a suffix-MAC is used, care has to
be taken with the choice of the parameters and the padding rule to preclude some generic
attacks [108].
ISAPMAC prevents DPA on the tag computation in two ways. First, and as shown in Fig-
ure 3.12, the MAC session key k2 is derived from the hash value y and the MAC master key
K2 via a secure re-keying function g2, thus prohibiting DPA on K2. Second, the design in-
herently prevents DPA on the MAC session key k2 by binding it to the data being processed,
thus leading to different MAC session keys k2 for different data.
A collision in the hash value y allows for two side-channel measurements of the MAC using
different data but the same MAC session key k2. This holds true for ISAPMAC as well. Yet, to
perform a successful DPA, usually more than two traces will be needed to recover one fixed
session key k2. Such a setting occurs with hash multi-collisions. The generic complexity for
finding a v-collision is v

√
v! · 2m(v−1). Luckily, the complexity is quite high already for small

values of v as shown in Table 3.3 for a 128-bit key. Furthermore, we want to stress that even
though a DPA attack exploiting multi-collisions might be able to recover the MAC session
key k2, this does not imply a key recovery attack on the master key K2 if a non-invertible
re-keying function g2 is used.

Table 3.3: Complexity for receiving a v-collision for a 128-bit session key k2.
v 2 3 4 5 . . . 34
complexity 264.5 286.2 297.1 2103.8 . . . 2128

Side-channel Secure Re-keying. Our authenticated encryption scheme requires two re-
keying functions g1, g2 : (K,n) 7→ k that are secure against passive side-channel attacks
(DPA and SPA). These two functions g1, g2 must not necessarily be distinct, but can be the
same. We now present two possible options to design such secure re-keying function allow-
ing to reuse the permutation p from our sponge instances ISAPENC and ISAPMAC . While
the first design is inherently secure against DPA attacks, the second design is 2-limiting.

Variant 1.
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In our first design, we use a variation of the classical GGM construction [66]. The respective
re-keying function ISAPRK1 is shown in Figure 3.13 and works as follows. The state is first
initialized with the padded master key K, followed by an application of the permutation p.
In each iteration, one bit of the nonce n is processed by either choosing the left or right
half of the permutation output, padding it to the permutation size, and again applying the
permutation p. Hereby, the padding incorporates information on which half was chosen and
on the index of the nonce bit being processed. After all nonce bits have been processed, the
session key k is generated from the last permutation output.

p

K

0

x0

y0

p

x1

y1

p

1

x1

y1

x0

1

y0

n0 ? ...

p

k

p

k

x|n|-1
y|n|-1

n|n|-1?

|n||n|

|n|

Figure 3.13: Re-keying inherently secure against DPA attacks: ISAPRK1 .

The approach to re-keying used in ISAPRK1 inherently protects against DPA attacks, since
the same secret (i.e., right or left part of the permutation output) is never combined with
more than one public input. In this respect, ISAPRK1 has a lower data complexity bound
than present GGM-based re-keying functions [56, 124] which are 2-limiting when instanti-
ated using common block ciphers [107].

Variant 2.
A more efficient re-keying function than ISAPRK1 can be obtained from sponges directly
similar to [125], potentially reducing the required state and permutation size. However, the
presented re-keying function uses a stronger security assumption than ISAPRK1 , namely,
that DPA is impossible on a 2-limiting primitive, i.e., given the leakages from two different
public inputs.
The basic idea is to make DPA infeasible by reducing the input data complexity accordingly.
For this purpose, a secret state is constantly updated with small portions of public data by
repeating two phases, (1) modifying the secret state according to the public data, and (2)
updating the state such that predictions on the future state based on the absorbed public
data become infeasible.
Sponges are an ideal choice to implement this basic idea as the rate directly influences the
input data complexity for each permutation. Choosing the smallest possible rate (r = 1) re-
sults in the design ISAPRK2 shown in Figure 3.14. ISAPRK2 first initializes the sponge state
by applying the initial permutation p to the padded master key K. Then, ISAPRK2 repeatedly
injects single nonce bits into the state, each separated by a permutation call. After full ab-
sorption of the nonce and a final permutation call, the session key k is output. This working
principle is similar to sponge instances of a prefix-MAC. While for general MAC computations
the absorption rate can be as big as the state size [27], ISAPRK2 uses a small absorption
rate in order to limit the data complexity exploitable in a DPA.
In terms of DPA security, ISAPRK2 uses a different assumption than the rest of this paper.
For each secret state in ISAPRK2 , a permutation p will produce the leakages for two different
public inputs. Thus, ISAPRK2 is not inherently secure to DPA attacks, but 2-limiting. This
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Figure 3.14: Sponge construction for re-keying: ISAPRK2 .

results in ISAPRK2 being a secure re-keying function under the assumption that the com-
bined leakage resulting from the processing of two different public inputs is bounded such
that DPA on the secret state is infeasible.
However, note that this construction for a secure re-keying function is again related to the
classical GGM construction [66] and can be seen as their sponge equivalent. ISAPRK2 is
similar to it in the sense that the exploitable data complexity is equal for ISAPRK2 and the
block-cipher based instantiations of both [56] and the 2PRG primitive used in [124].

Instantiation and Implementation
For the practical use of ISAP we propose an instance based on the KECCAK permutation. It
provides 128-bit security in the presence of up to 16 bits leakage per permutation call. Our
parameter choices (permutation size, capacity, rate, number of rounds, etc.) are based on
state-of-the-art cryptanalysis results.
In terms of implementation cost, an UMC-130 nm implementation of ISAP with ISAPRK2 as
the re-keying function consumes merely 14 kGE, takes 22.35µs for all kind of initialization,
and performs authenticated encryption in roughly 0.15µs per 128-bit block. These hardware
results show that ISAP extends DPA resistance to settings allowing multiple decryption, re-
sists up to 16 bits leakage per permutation call, and yet yields performance and area figures
comparable to state-of-the-art schemes.

Table 3.4: Implementation results for secure re-keying functions (130 nm).
Function Area f Cycles Runtime

[kGE] [MHz] [µs]
ISAPRK1 8.5 172 2 709 15.8
ISAPRK2 7.7 212 1 677 7.9
AES-GGM [124] 11.2 101 1 536 15.2
PolyMult [91] 10.2 – 1 160 –

Table 3.5: Implementation of the AE modes (130 nm).
Function Area f Cycles Runtime

[kGE] [MHz] [µs]
ISAPAE-RK1 15.8 169 6 171 36.5
ISAPAE-RK2 14.0 171 3 853 22.5

These results suggest that ISAP is particularly suitable for the encryption and authentication
of bulk data, because the scheme does not pose any DPA requirements on the implementa-
tion of the cryptographic primitive.
An advantage of this approach is its flexibility. If at some later point the leakage of an existing
implementation turns out to be larger, one could simply reduce the rate r to retain the same
security level.
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In terms of our proposed schemes ISAPENC , ISAPMAC , and ISAPRK2 , our assumptions
can be straightforwardly applied. With respect to ISAPRK1 , the modelling works analo-
gously: the 2λ bits learned about the intermediate state account to the known part of the
state that without leakage consists of the padding bits. Thus, the size of the permutation p
used in ISAPRK1 has to be chosen accordingly to obtain a sufficiently large secret part to
maintain the desired security level in the presence λ-bit leakage of the permutation.
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Chapter 4

Side-channel-aware HW Designs

It should be clear from Chapter 3 that specifying cryptographic primitives with strong secu-
rity properties from the mathematical point of view is a fundamental first step, but it is not
enough for achieving robust devices in practice. Designing devices that demonstrate to be
robust against side-channel attacks once in the field is a challenging task. The information
exploited by these attacks are physical leakages that are not easy to predict at design-time.
Design methodologies do not always provide the level of detail required for a rigorous design-
time side-channel evaluation. Traditional design flows do not take into account side-channel
evaluation requirements.

We believe that there is the need from the industry to establish a side-channel-aware design
methodology in a similar way to methodologies for verification or low-power designs. Such a
methodology should help making design choices and it should allow to increase the design-
time confidence about the robustness of the resulting manufactured silicon devices. In this
Chapter we describe our attempt in this direction.
Specifically we addressed the problem from two perspectives.

• We introduce a top-down methodology based on Functional Languages. The main
goal here is closing the gap between the high-level specifications and the actual hard-
ware implementation. We aim at a reliable way to move from specifications to actual
implementations that allows to analyse countermeasures at high level and prevents the
insertion of unwanted vulnerabilities in the final designs.

• We propose a bottom-up approach able to model glitches on combinational logic,
which is one of the most critical sources of side-channel leakage in hardware imple-
mentations.

These two approaches are complementary to each other.

4.1 Functional Specifications of Cryptographic Circuits

4.1.1 Motivations

This part of work is motivated by a genuine concern about the functional properties exposed
by a cryptographic primitive once it has been implemented in hardware, especially consider-
ing side-channel and fault attacks, which are among the most effective practical threats.

HECTOR D3.1 Page 53 of 129



D3.1 - Report on the Efficient Implementations of Crypto Algorithms & Building Blocks

Nowadays, it is common to equip these primitives with additional circuitry to avoid side-
channel leakage of information and prevent fault attacks; however, the path from the spec-
ification of such countermeasures down to the hardware implementation is far from being
completely automatic. We know that manual refinement steps can be error prone and the
sheer potential of these errors can be devastating in a sensitive scenario. We thus set out to
identify formal tools whose purpose are to help us fill this gap.
In a broad sense, we are interested in automatic approaches that allow an automated path
from the initial specification down to the Register-Transfer Level (RTL) of the cryptographic
primitive under scrutiny.
This goal imposes requirements both to the expressiveness of our specification and to the
tools available to convert it into a hardware implementation. In our quest, we are thus par-
ticularly concerned about the following properties of the specification language:

• Rigorousness (internal consistency, non-ambiguity and completeness)

• Fluency and conciseness (construct-ability, manageability, communicability and evolv-
ability )

• Ability to prove or validate assertions about the system

• Ability to provide an automatic refinement framework down to the hardware level

Apart from the intrinsic scientific interest, we are looking for something that is acceptable
from an industrial perspective. Several other questions thus arise:

• Is the specification system flexible enough to incorporate changes, without disrupting
the development time-frame?

• Does the system require not-widely-available skills that would compromise a broader
industrialization?

• Is the specification of the system cost effective?

Although the term ‘specification’ might imply a declarative artefact describing what the sys-
tem should do, we are really looking for something that does not completely abstract away
from architectural details. Our ideal specification is rooted into the solution space rather
than the problem space. Moreover, it should provide a basis for further implementation and
guarantee that the produced artefacts present the same properties as the source.
Perhaps, the last point asks for a clarification; what do we mean with ‘same properties’? First
of all, we are interested into a bit accurate correspondence between important observation
points at both abstraction levels. These may include input and output signals of the primitive,
as well as signals that connect important internal blocks of the primitive. To completely define
our picture we also require a cycle-by-cycle correspondence between the values observed
at both levels of abstraction. Given the above definitions, it becomes increasingly clear that
we are looking for an architectural specification language.
Functional programming means writing programs (and hardware specifications) that are
side-effects free to the highest extent possible. An alternative way to define functional pro-
gramming is that programs written in this way become referentially transparent, i.e., function
evaluation can be substituted with the value of the computation itself (if known).
Why should we care in the design of cryptographic circuits? There are several observations
that can bring us to an affirmative answer; first of all, RTL descriptions lend themselves to be
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described by pure functions applied to a state and this is just what functional programming
languages do at their best. A by-product of this is that codes are easier to test, reason
about and compose, thus fewer bugs and more robustness.
Given their nature, functional languages lend themselves to be extremely effective in mod-
elling mathematical concepts (by using abstract data types). This allows us to reason at a
high level of abstractions without ambiguity, somewhat a holy grail of all hardware specifi-
cation languages. Besides, they stress and enforce strong type checking, as a means to
guarantee the correctness of function composition. They can go as far as providing a whole
arithmetic on types (in dependently typed languages), guaranteeing that certain assump-
tions are invariant throughout the code, otherwise the program will not even be parse-able.

4.1.2 The current state of cryptographic algorithm design

In the context of current, industrial high-level specifications, we typically deal with a decou-
pling of the specs with respect to the implementation. In fact, RTL design is done in a
separate step with respect to architectural specification design. This fact has several conse-
quences

• Manual translation can introduce subtle bugs and unanticipated behaviour

• It makes exploration of alternatives error-prone, time consuming and tedious

• Views generated at this level (e.g., test vectors, test benches, etc.) may not be in-sync
with the final implementation.

• It is usually done in weakly typed languages, additional source of unexpected be-
haviour

• It is difficult to test and refactor

We point out that, while the spec is written by a domain expert, RTL design might be done
by a different expert, who might not be experienced with domain-critic concepts. If anything,
this introduces another level of complexity in the interaction between members of the team.

Why functional programming

If a functional language were provided with an RTL back-end, part of these problems would
be easily solved; no more manual translation into RTL, efficient and productive spec design,
provably correct RTL correct code generation and robust spec composition.
Today there exist several options to produce RTL from functional programming languages.
In the rest of this document we will explore the alternatives and choose a solution to be used
in the rest of the work.

State of the art tools

In this section, we will analyse in detail which of the functional programming solutions avail-
able are suitable for specifying algorithms that are protected against side-channel attacks.
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A) Cryptol

• Sponsor/Developer: Galois, Inc.

• License Type: BSD

• Years active: 2013 - 2017 (now)

• Main website: Cryptol

Introduction. The Cryptol specification language was designed by Galois for the NSA’s
Trusted Systems Research Group as a public standard for specifying cryptographic algo-
rithms [55]. A Cryptol reference specification can serve as the formal documentation for a
cryptographic module.
Galois provides a comprehensive documentation of Cryptol on which this section is loosely
based. The original goals of the project were to (Galois docs):

. . . reduce the gap that currently exists between the specification of a crypto-
graphic algorithm and its executable implementation. As a result, a well-written
Cryptol program will look very much like the specification of the algorithm it im-
plements, and is also executable.

At first sight, it seems that Cryptol’s focus is on implementation correctness; in fact a great
deal of effort has been put into automatically proving thus formally verifying Cryptol programs
through the use of an SMT solver.
However, this is not the only way where a particular algorithm property can be checked.
Cryptol provides a way to check a property by random testing, just as Haskell’s QuickCheck
does. In fact, we have reason to believe that the underlying random testing tool is effectively
QuickCheck.

Basic Cryptol properties. Cryptol is a functional language closely related to Haskell (in
fact, it has been developed using Haskell libraries and modules). As such, there is a great
deal of focus on referential transparency and strong typing.

Bit level types. Being oriented towards specifying bit-level computations, Cryptol provides
one basic data type (bits) and three type constructors (words and sequences, tuples, and
records). For example:
12 : [8]

means the value 12 has type [8], i.e., it is an 8-bit word.

Strong typing. The language has fairly advanced type inference similar to other functional
languages and can catch most common mistakes in programming during the type-checking
phase, before run-time.
It is also size-polymorphic and dependently-typed. This means that we can describe type
level computations, in addition to value level computations, and that those can be checked at
compile time. For example, the bit-precise type system makes sure that we could never pass
an argument that is a-bits wide in a buffer that can only fit a/2 bits or take the first element
from a provably zero-length list.
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Lazy computation, modular arithmetic. Cryptol is also a lazily evaluated language, where
it is possible to create and reason about potentially infinite sequences without incurring into
infinite loops. An additional interesting property of data-types is that all arithmetic is modular
with respect to the underlying word size. For example, we could define an infinite list of
numbers where the word length is 2, starting from one:

specifies
word length

Cryptol> [(1:[2])...]
[1, 2, 3, 0, 1 ...

This would effectively give a sequence of numbers modulo-2.

Stream equations. This feature of the language is akin to the execution of Synchronous
Data Flow Graphs. It is useful for generating bit-streams.
The following diagram depicts a bit stream named d whose values at times t = 0 and t = 1
are 0x0F and 0x01.

..

s(z)

.

z−1

.

z−1

.

d(z)

.
xor

..

0x01

.

0x0f

...

Figure 4.1: A simple synchronous dataflow graph. We use the Z-transform notation to indi-
cate time delayed signals.

The remaining d’s are given by s delayed by two cycles; s is given by:

s(z) = d(z)⊕ d(z)z−1

and a possible description in Cryptol language could be the following:

concatenation
d = [0x0F, 0x01] # s where

s = [ a ˆ b | a <- d
| b <- d r o p {1} d ]

A Cryptol description of an AES implementation. We will give a brief introduction to the
AES implementation as provided by the Cryptol documentation. As said at the beginning,
we are mainly interested into how Cryptol fares with respect to the following properties:

• Rigorousness (or internal consistency )

• Fluency and conciseness

• Ability to prove or validate assertions about the system

• Ability to provide an automatic refinement framework down to the hardware level
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We are pretty much convinced that the framework provides a reasonable rigorousness dic-
tated by its own type system. We will see in the next few paragraphs if it meets also the other
requirements.
The AES implementation is less than 250 lines long and is well founded above a mathemati-
cal description of the algorithm given directly in terms of Polynomials in GF (28). For example
we can describe a number either as itsGF (28) representation or as a bit-level representation:

Cryptol> <| xˆˆ4 + xˆˆ3 + x |>
26
Cryptol> 0b11010
26

Both polynomial addition and multiplication in GF (28) are defined and can be used directly
to describe the AES algorithm. Given this representation power, it is of no surprise the
conciseness with which the whole encryption is described at the top level. Here, for example,
we show how each round is described:

AESRound : (RoundKey, State) -> State
AESRound (rk, s) = AddRoundKey (rk, MixColumns (ShiftRows (SubBytes s)))

As can be seen, it actually exploits pure function composition to create the whole round from
each of the smaller stages.

Refinement towards hardware. Although it is mentioned that Cryptol can generate VHDL
(at least in its original version), it was not possible at the time of this writing to access that
particular part of the tool chain.
It has also been mentioned that the language has been used for co-verification of third party
VHDL IPs. Apart from the reference we did not find any other artefact to examine.

Side-channel countermeasures. There is no evidence that Cryptol has been used to
prove non-functional properties such as robustness with respect to side-channel leakage of
information.

Metric Evaluation (0-5) Notes

Rigorousness +++++ Given by the type system
Fluency +++++
Validation +++++ SMT/Quick check
Refinement towards hardware NA
Side-channel countermeasures NA
Flexibility +++
Widely available Skills +

B) Haskell - CλaSH

• Sponsor/Developer: Christiaan Baaij, University of Twente - NL

• License Type: BSD2

• Years active: 2013 - 2017 (now)

• Main website: CλaSH
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Introduction. CλaSH is a functional hardware description language [12]. It is based on
Haskell, a widely used functional language. According to the documentation, it provides:

. . . a familiar structural design approach to both combination and synchronous
sequential circuits. The CλaSH compiler transforms these high-level descriptions
to low-level synthesizable VHDL, Verilog, or SystemVerilog.

CλaSH is provided with a comprehensive guide and tutorial but requires some strong hard-
ware development skills. However, one of the most important characteristics of CλaSH is
that it is based on Haskell, and thus it comes with all the bells and whistles of a mature
programming language. Besides, it is fairly reasonable to find developers who have already
used Haskell, so the probability of a shortage of engineers with such skills is reduced.

Basic CλaSH properties. We can sum up the basic features of CλaSH in the following
list; we will go in a deeper detail in some of them to clarify how these could be useful when
developing cryptographic circuits.

• Synchronous signals. All signals described in a basic CλaSH circuit are implicitly
synchronous with respect to a system clock. A signal is just an applicative functor , i.e.,
a particular subset of standard Haskell types, which are equipped with some additional
operators. These operators specify how these types should be treated together when
transformed through a pure function. So, if we have a pure addition function:

add :: Int -> Int -> Int
add a b = a + b

and two signals, s1 and s2, we can create a dataflow version of an adder by applying
the function through its applicative functor interface:

adder :: Signal Int -> Signal Int -> Signal Int
adder s1 s2 = (pure add) <*> s1 <*> s2

• Base types. CλaSH allows to define types derived from some basic constituents,
such as Bit and Vectors but it also allows to use more trivial types such as integers to
describe the functionality of a circuit.

• Type-level natural numbers and type-level functions. One of the most useful char-
acteristics of Haskell is the use of a strong type system equipped with type inference.
These two features allow to put into the language additional constraints on the types
allowed by a particular function; it is in fact possible, to some extent, to mimic depen-
dently typed languages. Just as in the Cryptol case, this allows to detect at compile
time some erroneous operation such as taking the first element from a provably zero-
length list.

Describing synchronous circuits in CλaSH. Registers in CλaSH are typically inferred
by delaying signals. A signal can be delayed for 1 clock cycle by construction, applying a
register function to an already existing signal. The function has an additional parameter
that should be used to describe the value of the signal at time 0.
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s1 :: Signal Int
s1 = fromList [1, 2, 3, 4]

s2 :: Signal Int
s2 = register 8 s1

..

1, 2, 3, 4

.

s1

.
z−1

.
s2

...
8

Figure 4.2: Using the CλaSH register function to create a simple synchronous circuit.

More complex finite state machines can be defined by using suitable constructors. For ex-
ample, the mealy function produces a finite state machine. A simple counter can be defined
by

• Defining the state as the current counter value

• Defining the next state function:

-- current next state
V V

next s () = (s + 1, s )
ˆ

-- output value

• Construct the state machine by invoking the mealy function (which requires the initial
value of the state):

counter :: Signal () -> Signal Int
counter = mealy next 0

We should point out that Haskell provides abstractions to deal easily with stateful computa-
tion. One of these abstractions is the State Monad.

Simulation. The Haskell interpreter (GHCi) can be used for high-level simulation of circuits
described in CλaSH. In our case, if we wanted to simulate our counter we could use the
simulate function:

myCircuitSim:: [Int]
myCircuitSim = Data.list.take 4 $ simulate counter [ (), (), (), () ]

and invoke it in the GHCi command line:

>> myCircuitSim
[0,1,2,3]
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..

null

.

next

.

output

.

counter

.
counter initialized with 0

.

s

.

s

.

s + 1

.

Figure 4.3: A finite state machine created by using CλaSH’s mealy function.

Generating Verilog and VHDL. CλaSH comes with backends for generating both Verilog
and VHDL. The high-level synthesis is triggered by a specific flag on the command line.
The generated hardware blocks are isomorphic to function invocations on Signal types de-
rived from a topEntity symbol in the Haskell program; however, the synthesis step seems
to take care of avoiding resource duplication when possible.
Let us take back the hardware counter we saw in the previous section. To trigger a synthesis,
one has to specify a topEntity symbol:

topEntity :: Signal () Signal Int
topEntity = counter

In this case, the topEntity is just the counter. We then invoke the verilog (or alternatively
vhdl) synthesis on the command line:

> clash --verilog clash-test.hs

Verilog is then generated in a subfolder.

Test-bench generation. CλaSH can generate an HDL test-bench program as well. To do
this, we specify test vectors through two additional functions defined in the Haskell program,
called testInput and expectedOutput. Here, we could find the functions defined for our
counter, by using two helpers (stimuliGenerator and outputVerifier):

testInput :: Signal ()
testInput = stimuliGenerator $(v [ (), (), (), () ] )

expectedOutput :: Signal Int -> Signal Bool
expectedOutput = outputVerifier $(v [ 0, 1, 2, 3 ] );

AES Implementations in CλaSH. There is no evidence in our search about an AES ver-
sion described in CλaSH (with or without side-channel countermeasures). However, CλaSH
looks to be very useful to be used for this kind of task.
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Metric Evaluation (0-5) Notes

Rigorousness +++++ Given by the typesystem
Fluency +++++
Validation +++++ Quick check
Refinement towards hardware +++
Side-channel countermeasures NA
Flexibility ++++ Lots of reusable modules
Widely available Skills +++ Haskell is very well known

C) BlueSpec

• Sponsor/Developer: Bluespec, Inc.

• License Type: Commercial

• Years active: 2003 - 2017 (now)

• Main website: Bluespec

Introduction. The Bluespec language is part of a broader set of tools sold by Bluespec
Inc. The language (Bluespec’s website):

. . . simplifies hardware design expression and enables automatic generation of
control logic, accelerating development and eliminating many errors. The BSV
language and BSC compiler can be used to generate synthesizable Verilog RTL
from high-level models, verification IP, transactors and production IP.

Let’s dig a bit deeper into the claims.

Inner workings. Bluespec is based on Haskell. In fact, it incorporates Haskell-style poly-
morphism and overloading (typeclasses) into SystemVerilog’s type system. BSV also treats
modules, interfaces, rules, etc. as first-class objects, permitting very powerful static elabora-
tion (including recursion).

Static typing. Bluespec has static typing and can be used to define polymorphic data
types, just like Cryptol and Haskell. The compiler takes care of type usage consistency.

Synchronous circuits. A very peculiar feature of Bluespec is describing how state evolves
with time. This is done by using rules which describe when an action must be performed (a
guard) and what are the steps to be done. The latter describes an atomic action. Atomic
actions are the main tools with which Bluespec solves race conditions.
To make a more pragmatic decision of which actions should be scheduled in a certain clock
cycle, the scheduler employs some heuristics concerning rule ordering (one rule’s state
update is read by another rule in the same clock cycle) and access to resources. The authors
of the Bluespec language affirm that these constraints on rule firing are able to address most
questions about functional correctness.
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Existing AES Implementations. There exist several AES implementations in Bluespec
but none of them seems to implement any kind of countermeasures against side-channel
leakage of information.

Metric Evaluation (0-5) Notes

Rigorousness +++++ Given by the typesystem
Fluency +++
Validation +++++
Refinement towards hardware +++++
Side-channel countermeasures NA
Flexibility ++++ Lots of reusable modules
Widely available Skills +++ Not very well known

D) Other similar approaches A number of alternative approaches have been developed
in the past. Most of them are theme variations of Haskell.

D.1) Forsyde Haskell Forsyde stands for “Formal System Design” and it is implemented
as an Domain Specific Language implemented in Haskell [87][10]. ForSyDe systems are
modelled as networks of processes interconnected by signals and can be synthesized to
VHDL.
Forsyde makes explicit use of Template Haskell. The architecture of the circuit is in fact
modelled with Template Haskell expressions, which resemble Haskell expressions but are
translated at compile time into an intermediate form that is then used for the synthesis.
For example, the following declaration specifies a block that adds one to its input:

addOnef :: ProcFun (Int32 -> Int32)
addOnef = $(newProcFun [d|addOnef :: Int32 -> Int32
addOnef n = n + 1 |])

The [d| .. |] brackets enclosing the function declaration produce an AST (Abstract Syntax
Tree). Then, the AST is used by newProcFun to produce a representation of the actual circuit
description. It is important to note that everything happens at compile-time.
CλaSH seems much less verbose, since the same thing can be done by simply define a
pure Haskell adder function.
By comparison, here is a description of a counter described in Forsyde:

{-# LANGUAGE TemplateHaskell #-}
module Counter where

import ForSyDe
import Data.Int (Int32)
import Plus1 (addOnef)

counterProc :: Signal Int32
counterProc = out’
where out = mapSY "addOneProc" addOnef out’
out’ = delaySY "delayOne" 1 out

counterSysDef :: SysDef (Signal Int32)
counterSysDef = newSysDef counterProc "counter" [] ["count"]
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where the sequential circuit is implemented architecturally by using an explicit delay (delaySY)
and a feedback loop. The code seems more verbose than CλaSH but it provides the same
functionality.

D.2) (Kansas) Lava Lava [38] was an experimental system design to aid the digital de-
sign of circuits by providing a library for composing structural circuit descriptions. Kansas
Lava [64] is an evolution of Lava based on Haskell. Kansas Lava has the same basic build-
ing blocks for sequential circuits as CλaSH. For example, a register has the following type
signature:

register :: (Clock c, sig ˜ CSeq c) => a -> sig a -> sig a

The syntax for the constraint on the type of register (preceding =>) states there is a clock
called c, and there is a signal called sig, which is interpreted using this clock. It is just a way
to guarantee that both input and output signals are synchronized using the same clock.
Defining a register shows a tendency of Kansas Lava to describe architecturally synchronous
circuits:

counter :: (Rep a, Num a, Clock clk, CSeq clk ˜ sig) =>
sig Bool -> sig Bool -> sig a

counter restart inc = loop where
reg = register 0 loop
reg’ = mux2 restart (0,reg)
loop = mux2 inc (reg’ + 1, reg’)

Final considerations about functional languages

There is a great deal of recent work targeting the formal verification of countermeasures
against side-channel attacks. The major concern is to provide ways to assess whether an
existing specification does not leak sensitive data.
Concerning our view of the problem, we can articulate this macro-goal into at least three
goals to be achieved by using functional languages:

1. High assurance verification of the countermeasure. We would like to guarantee
that masking schemes devised in the specification are effectively implemented cor-
rectly in the RTL. We could imagine a “constructive” flow where an implementation is
constructed from the spec with automatic tools, just as it is possible with CλaSH.

2. Statistical verification of the countermeasure. We would like to guarantee that the
statistical properties of a particular primitive do not present side-channel information
leakage, even when we can assure that implementation followed correctly the spec.
This is a somewhat more important goal that can drive the exploration of new counter-
measures.

3. Specification supported by formal tools. In this case one could specify an algorithm
and have automatic tools to prove that the algorithm is safe from side-channel attacks.
As seen with Cryptol, formal languages can be coupled with an SMT solver to decide,
at development time, whether some formal property holds [54].

One thing to note is that the most advanced approaches seem oriented toward formal verifi-
cation of software with few, if any, applications to hardware. However, as noted in [15], type
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systems such as those provided in the above languages, are increasingly used to tag each
variable with its level of secrecy; for example, one could use security types to represent each
variable as either public or secret. Therefore, it seems plausible to pursue a similar approach
also for hardware.
Some very recent approaches towards information analysis at the hardware level have been
proposed (SecVerilog, [135]). While not specifically oriented towards protection against DPA
with SecVerilog, hardware designers specify hardware-level information flow policies by an-
notating wires and registers with security labels. Labels are expressed using a lattice of
security levels such that higher elements in the lattice correspond to information with more
restricted flow. An example of such a lattice could be: Unclassified < Secret < Top Secret.
Other approaches targeting a formalization of hardware information flow are Caisson [86]
and Sapper [85].

4.1.3 Implementing AES with CλaSH

In this section of the document, we will describe how some of the major features of the
Haskell programming language can be useful to write and test a cryptographic primitive to
be synthesized in hardware. Most of the presented techniques exploit both Haskell’s referen-
tial transparency and extremely mature type system to develop concise yet comprehensive
modules for designing hardware. In the following, we will target the construction of an AES
128 primitive by using Haskell and the CλaSH library [12].
For comprehensiveness, we restate below the goals of our research:

1. High assurance verification of the countermeasure. Guaranteeing that masking
schemes devised in the specification are effectively implemented correctly in the RTL.

2. Statistical verification of the countermeasure. Guaranteeing that a particular prim-
itive does not present side-channel information leakage.

3. Specification supported by formal tools. Formally proving that the algorithm is safe
from side-channel attacks.

Fundamental types

Types represent the domain of the discourse of every program and play an essential role
in our specification. For what concerns the cryptographic domain, the ability to create fixed
size vectors of bytes is fundamental to enable the construction of more complex primitives.
To achieve this goal, we first define an AESByte as the datatype that will be used to represent
unsigned, 8 bit (Unsigned 8) integers:
data AESByte = B { unByte::(Unsigned 8) }

deriving (Show, Eq, Bounded, Ord)

The previous code defines and states several properties about AESByte:

• A type constructor B, i.e. a function that given an unsigned integer (e.g. a literal) will
create a value of type AESByte. Type constructors are important because they can be
used to define functions by pattern matching.

• An accessor function unByte that returns the corresponding unsigned integer when
invoked on a AESByte.
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• AESByte inherits a number of properties of an Unsigned type, namely, it is an instance
of a number of basic type classes of the Haskell language.

To allow testing of blocks with arbitrary byte values (using QuickCheck) to automatically pro-
duce random values of type AESByte, we must create an instance of the Arbitrary typeclass
for AESByte:
instance Arbitrary AESByte where

shrink = shrinkIntegral
arbitrary = arbitraryBoundedIntegral

AES state and SBOX. The AES state is a vector of 16 AESBytes:
type AESState = Vec 16 AESByte

The type Vec is a type that encodes (i.e., is indexed) by an integer value that specifies (in
this case) the quantity of elements contained. It is a basic type of CλaSH that allows to
put constraints on the size of the data elaborated by the primitive. In this way, it is statically
possible to check for a consistent use of signals.
The AES SBOX type is built with the same principle:
type AESSbox = Vec 256 AESByte

AES input and output. Input data is fed to the AES primitive by with a type AESInput

isomorphic to a pair:
data AESInput = I { unIText::AESState, unIEn:: Bool }

deriving (Show, Eq)

where the first data is the plaintext (accessible with the unIText function), while the second
data is the value of a 1 bit signal (unIEn) which is high whenever a new plaintext should be
encrypted.
Analogously, the output type AESOutput of the primitive is composed of the encrypted text
and a boolean signal indicating when the output is ready.
data AESOutput = O { unOText::AESState, unOEn:: Bool }

deriving (Show, Eq)

Derived types. As one can imagine, we could define the type of the AES primitive as a
function from an input to the output:
topEntity:: AESInput -> AESOutput

however, this signature is missing some important information about the actual implementa-
tion i.e. both input and output are not just point values but represent a stream of correspond-
ing values one for each clock cycle of the circuit.
To express this additional information, we use the Signal CλaSH type level function (see
also Figure 4.4):
topEntity:: Signal AESInput -> Signal AESOutput

The Signal a function acts by constructing a recursive type which is a stream of data of type
a:
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IText

IEn

AES
OText

OEn

AESState

Bool

AESState

Bool

AESInput AESOutput{ }
Figure 4.4: Top entity of the AES Primitive .

data Signal a = Cons a (Signal a)

i.e., a stream is a value followed by a stream of the same type.

Top level modular architecture

The topEntity function is the top level block that is going to be synthesized.

The top entity. We define topEntity as a partial application of a function, called roundFsm

that returns another function; roundFsm in fact receives the internal secret key of the AES
and returns a fully instantiated topEntity; the key can be effectively seen as a compile time
constant:

AESState

Bool

AESState

Bool
roundFsm

Key

AES

Figure 4.5: topEntity inner modules. The key is wired in at compile time.

Architecturally, roundFsm is a finite state machine that computes AES encoding in a multi-
cycle fashion. We decomposed the rounds of the FSM by considering an ideal case with 16
SBOX that can be used in parallel.

Figure 4.6: Multicycle computation of AES cipher encoding.
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Multicycle round execution. Besides, we consider the round execution as being com-
posed of 9 equivalent rounds and two non-common ones. The 10th round in fact does not
apply mix-columns at the end, while the 11th round adds the final key.
The execution schedule of the multicycle AES can be seen in Figure 4.7.

Figure 4.7: Multicycle execution for each input data/plain text.

AES finite state machine. The registers of the finite state machine represent three sub
states:

• The round number: roundnum

• The current AES state (16 bytes): curtext

• The current key: curkey

During the first cycle (when IEn is true) the AESState is initialized to the plain text and the
key is memorized in the corresponding register. The round number is initialized to 1 as well.
In the remaining cycles, the next value of the three sub states (i.e., roundnum’, curtext’,
curkey) is computed by the next state function fan.

curtext

curkey

curkey’

IEn

roundnum

IEn

roundnum’

1

AESState

curtext’

IEn

next state 
function 

`fan`

curkey’

roundnum’

curtext’

Figure 4.8: Architecture of the finite state machine.

Definition of the state. Formally, the three substates are composed into a single record-
like state that we will call AESControl:
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data AESControl = AC {
_roundnum :: AESRoundNum,
_curtext :: AESState,
_curkey :: AESKey,

}

In the next sections, we will detail how the state is transformed throughout the pipeline.

The next state function. The next state function feeds the current key to both the keyschedule

and the round block, where the processing of the current AES state is done. The round block
is currently responsible for computing the next value of the AES State (and round number)
while the keyschedule generates the key to be used in the next round.

curtext

curkey

roundnum

round

key schedule

rndn'

state’

key’

Figure 4.9: Architecture of the finite state machine.

Modules for round computation

To provide the designer with a concise Domain-Specific Language for describing the round
function, we decided to use Haskell’s State monad.
The Haskell type State is a type function that describes functions that consume a state and
produce both a result and an updated state:

newtype State s a = State { runState :: s -> (a, s) }

where s is the type of the state, and a the type of the produced result.

State
: s

: a

: s

Figure 4.10: The State type.

In our case, we are mostly interested in the state that is carried over the round. We thus will
use the following derived type throughout the round:

type AESControlProcessor = State AESControl ()

where () is the unit type (i.e., a type that has only one habitant). Graphically, we can depict
the generic AESControlProcessor type as in the following picture:
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StateProcessor: AESControl : AESControl

: ()

Figure 4.11: The AESControlProcessor type.

Monadic description of the computation. To build the round processing, we use the
DSL provided by the State Monad abstraction. This is one of the major reasons we opted
for a monadic implementation, instead of a simpler one. In particular we will use the State
monad operator >> to combine state processing functions. The operator allows to sequence
actions, where an action, in our case, is the effect that each block produces on the state. For
example, to compose two blocks in the AESControlProcessor monad we use the following
notation:

example:: AESControlProcessor
example = b0 >> b1

the net effect of the >> sequencing operator is a single AESControlProcessor which can be
thought of as the concatenation of two simpler state processors, as shown in the following
picture.

: AESControl : AESControl

: ()

b0

: ()

b1

: ()

>>

Figure 4.12: Combining AESControlProcessors.

Note that, implicitly the blocks access the current state. The major benefit of using the monad
abstraction for AESControlProcessor is that the state is passed implicitly between one block
and another, making the language more concise.

Lenses. To simplify the construction of blocks that access AESControl, we will use some
of the combinators from the lenses library. In particular we will use the %= combinator which
takes a function changing a particular part of the state and transforms it into a fully opera-
tional AESControlProcessor. In our case, the state is composed of three fields:

data AESControl = AC {
_roundnum :: AESRoundNum,
_curtext :: AESState,
_curkey :: AESKey,

}

however, rounds are only concerned in modifying the _curtext which is the portion of state
that contains the actual AEState. We thus define a lift function as:

lift :: (AESState -> AESState) -> AESControl
lift f = curtext %= f

The %= operator:

• extracts curtext from the state
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• applies the function f

• “saves” the new result into curtext substate.

Beware that both the function curtext and the operator %= are defined by the lens library
through Template Haskell. In fact, the lens library generates automatically a number of
getters and setters for AESControl.
Finally, lift acts as a wrapper that allows to upgrade a function AESState -> AESState into
a fully fledged AESControlProcessor, as can be seen in the following diagram:

: AESControl
f

lift f

: AESState

: ()

Figure 4.13: The lift function.

Pipelined round execution. The round function is indeed the most important block of the
circuit. As we have seen previously, we can see it as a composition of sub-round blocks that
are lifted into a corresponding AESControlProcessor:

round :: AESControlProcessor
round = let

genround 11 k = ak k
genround 10 k = ak k >> sb >> sr
genround _ k = ak k >> sb >> sr >> mc in
get >>= \s -> genround (_roundnum s) (_curkey s)

where ak, sb, sr and mc are lifted version of add key, sub bytes, shift rows and mix columns
blocks. round is defined as a function that transforms the state based on the current round
and the current key. In particular:

• It gets the current state (get) to extract the current round number (_roundnum s) and
the current key (_curkey s).

• It invokes the genround function by passing the current round number and current key.

• genround actually returns a AESControlProcessor.

4.1.4 Comparison of AES HW designs

The goal of our research is producing an artefact that is suitable for industrialization. There-
fore, a lot of effort went into an experimental process aimed at evaluating the actual feasibility
of the circuits that are delivered by our new design methodology.
In the previous section, we have outlined the methodology of employing the Haskell func-
tional language, alongside the CλaSH compiler, as a means of producing correct specifi-
cations of hardware cryptographic primitives, meeting the desired functional specifications.
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: AESControl : AESControl

: ()

add k
>>

sb sr
>>

add k
>>

sb sr
>>

mc
>>

add k

for round = 10

for round = 11

Figure 4.14: The round function.

The output of our new design methodology is a circuit description, at the RTL level, of a cryp-
tographic hardware primitive. The CλaSH compiler is used to generate these descriptions in
a standard HDL, such as Verilog or VHDL, starting from the “functional” specifications.
This section aims at demonstrating that the introduced methodology can match the results
of hand-written (either in VHDL or Verilog) RTL implementations, in terms of the classic
non-functional figures of merit, when looking at the outcome of the logic synthesis process.
The target of our observations are the corresponding optimized gate-level netlists mapped
to a target technology library, proprietary of STMicroelectronics, implementing 90nm CMOS
standard cells. The expectation is ultimately to obtain synthesized netlists with comparable
performance and efficiency characteristics with respect to what can be achieved by tradi-
tional design methods.
For this reasons, we tested the new design methodology against a specific “reference imple-
mentation”, written by hand directly in structural VHDL. For this evaluation, we designed a
slightly optimized version of an (unmasked) AES-128 encryption primitive. The architectures
of the two designs have been kept as close as possible to each other, in order to support
this evaluation. The objective is to show the validity of the design flow from the point of view
of hardware designers.

The AES-128 Encryption design

We now describe the architecture used for our evaluation. In the previous section, we used a
basic cryptographic primitive, for the sake of illustrating the major features of Haskell/CλaSH
for circuits’ specifications. Nevertheless, now we will consider a slightly different architecture,
specifically tailored to our evaluation. Everything detailed below is valid for both the VHDL
as well as the Haskell/CλaSH versions. Notably, we enforced the same block interface, that
is, its input and output wires, along with an identical cycle-by-cycle protocol specification.
The circuit’s design is the implementation of an unmasked AES-128 Encryption primitive.
That is, we left out the decryption part of the algorithm in order to keep the design cleaner.
Since the AES decryption procedure is very similar to the encryption one, no special design
principle has been neglected in the Haskell/CλaSH specification.
With respect to the design described in the previous chapter, several details are different.
In particular, we introduced the input wires for the 128-bit key and we slightly improved the
block encryption latency. Hence, the block’s interface and the handshaking protocol have
now changed.
The design’s main features are:
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• AES-128 Encryption-only algorithm.

• Not pipelined, but rather employing just a simple block encryption. Each block encryp-
tion is performed in 10 clock cycles, one cycle for each AES round.

• Input interface: IText (128-bit plaintext), IKey (128-bit secret key), IEn (1-bit “start”
signal)

• Output interface: OText (128-bit ciphertext), OEn (1-bit “done” signal)

• 16 SBOX instances for the AES Round function, implemented as a simple lookup-table
(LUT).

• 1 SBOX instance for the KeySchedule function, also implemented as a lookup-table.

Other relevant implementation details, with respect with the previous design, are:

• The MixColumn block is implemented without the help of any lookup table, instead
an optimized combinatorial circuit is used for the required constant multiplications in
GF (28).

• The RCon block, used by the Key Schedule, is realized with a sequential logic circuit
synchronized by the main FSM — instead of employing a 10-elements LUT.

From an implementation point of view, we did not identify any particular difficulty when trans-
lating the design into a Haskell/CλaSH circuit specification. On the contrary, we found that
the Haskell/CλaSH approach allows to reliably describe a cryptographic primitive in a very
similar fashion with respect to traditional hardware description languages, while ensuring a
number of additional advantages, some of which were described in the previous section, and
which derive from the higher-order level of the specification.
In addition to the reference design, we also evaluated two modifications of the original archi-
tecture (which have been realized with Haskell/CλaSH as well), in order to demonstrate the
flexibility of the proposed methodology:

1. Composite field SBOX: an unmasked AES-128 Encryption primitive where all 17
SBOXes are realized by a GF ((24)2) composite field implementation (also known as
tower field, for more details see [131]). This should lead to a reduced area occupation,
whereas a penalty in terms of gate propagation latency is expected. In this case, the
Haskell/CλaSH specifications have been devised to allow the choice between the two
different SBOX types, through a simple compile-time flag.

2. 32-bit architecture: an unmasked AES-128 Encryption primitive performing each
round function only on 32-bit words per cycle. This means that such architecture needs
5 SBOX instances in total, one of which being reserved for the Key Schedule. There-
fore, a considerable area and power consumption reduction is to be expected. In this
case, we also wanted to test the refinement development cycle on the Haskell/CλaSH
platform, and evaluate how easy really is to perform a significant modification to an
existing design.
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Experimental validation

We explored the typical design trade-offs involving the synthesis of ASIC digital circuits. The
main aspects that we considered in our analysis are area occupation and power consump-
tion. Such figures of merit have been evaluated along a reasonable range of clock frequency
values for the 128-bit block encryption.
For our analysis, we set up a logic synthesis process, which involves the conversion of a
design high-level RTL description (either the one produced by Haskell/CλaSH or the hand-
written reference) into an optimized gate-level netlist, mapped to a target “technology library”.
In particular, we used a specific library of low power 90nm CMOS standard cells, designed
by STMicroelectronics. For the logical synthesis process we used Synopsys Design Com-
piler alongside a number of proprietary tools in place within STMicroelectronics, in order to
demonstrate the feasibility of the new methodology in an industrial setting with respect to
an established reference flow and, ultimately, to ensure the manufacturability of the resulting
netlist, when working under realistic constraints and design rules.

Comparison against the reference design. First, we compared the Haskell/CλaSH cir-
cuit specification against the VHDL reference design. Please recall that both designs share
the very same architectural choices. We report here some of the curves obtained, related
to the area occupations and the power consumptions of both designs, for the different clock
frequency values.

Figure 4.15: Area occupation diagram, VHDL reference vs. Haskell/CλaSH.

From the results in Figures 4.15 and 4.16, we could observe that:

• With respect the area occupation, the Haskell/CλaSH suffers from a slight but evident
overhead, which stays more or less constant along the frequency values range. The
measured mean value of such overhead is 1031.0 GE.

• The power consumption profiles of the two designs are, on the other hand, very close
to each other. The measured mean power overhead is 0.09118 mW. At the high-
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Figure 4.16: Power consumption diagram, VHDL reference vs. Haskell/CλaSH.

est frequency point, the Haskell/CλaSH version is even slightly better than the VHDL
reference implementation, consuming 0.0763 mW less.

Overall, we can see that the CλaSH compiler introduced a slight overhead, especially notice-
able in the area occupation measurements. Nevertheless, the results are quite encouraging
as the two netlists are not too far and the technology underlying CλaSH still has plenty of
room for improvement.

Inspecting the composite field SBOX implementation. After the first evaluation, we pro-
ceeded by modifying the architecture and by substituting the large 17 SBOX look-up tables
with an optimized combinatorial circuit that implements the AES inversion in a GF ((24)2)
composite field, as described in [131]. We then inspected the effect of the optimization on
the synthesized netlists, comparing the same figures of merit than before. Please note that,
since the combinatorial circuits that implement the composite field SBOXes have a much
higher propagation latency than LUTs, inevitably this architecture could not be synthesized
for all the clock frequency values as the original design. This is reflected in the missing points
in each of the two diagrams of Figures 4.17 and 4.18.
Here we observe a clear improvement in area occupation at 50 MHz, while there is no real
power consumption reduction. However, as the synthesis constraints become tighter with
the clock frequency increase, both area occupation and power consumption turn out to be
far worse than the original design. As expected, it is clear that the benefits of a solution with
composite-field SBOXes are appreciable only for lower clock frequency values (50MHz and
below in the used technology). Nevertheless, they are very important for the implementation
of protected primitives with masked SBOXes, allowing for a better robustness against side-
channel attacks.

Evaluating the 32-bit AES-128 architecture. Finally, we considered the 32-bit architec-
ture, which has been designed for area and power minimization, as it employs far less SBOX
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Figure 4.17: Area occupation diagram, original design vs. tower-field version (both in
Haskell/CλaSH).

Figure 4.18: Power consumption diagram, original design vs. tower-field version (both in
Haskell/CλaSH).
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Figure 4.19: Area occupation diagram, original design vs. 32-bit version (both in
Haskell/CλaSH).

Figure 4.20: Power consumption diagram, original design vs. 32-bit version (both in
Haskell/CλaSH).
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instances (5 versus 17). It has been implemented with the new Haskell/CλaSH methodol-
ogy as well. We compared such design against the original Haskell/CλaSH implementation.
Since the 32-bit design has a slightly higher propagation latency, it cannot reach the 250
MHz clock frequency mark, hence the corresponding point is missing in the two diagrams
of figures 4.19 and 4.20. Moreover, it should be noted that the following comparisons are
performed along a range of fixed clock frequencies, rather than throughput values: the spe-
cific 32-bit AES-128 implementation requires 5 times the number of cycles required by the
original 128-bit design to process 16 bytes.
In this case, the measurements confirm an overall gain in both area occupation and power
consumption by the 32-bit architecture with respect to the main design. On average, the
32-bit architecture is 5186 GE smaller and consumes 1.0950 mW less. At 225 MHz, which
is the maximum clock frequency reached by the 32-bit version, the area consumption gain
is however considerably reduced. In fact, such result was predictable: the logic synthesis,
when reaching a design’s latency limits, usually has much more constraints.

4.1.5 Implementing 1st order countermeasures in CλaSH

In this section, we will describe the implementation of a first order masking countermea-
sure with the CλaSH library [12] as an extension of the AES 128 primitive presented in the
previous sections. We will also provide an overview of the statistical verification of the coun-
termeasure by validating it at the Haskell source code level and some preliminary results
associated with the synthesis of the hardware primitive.

Description of the first order countermeasure

The first order countermeasure is characterized by a one byte mask (m0) that is replicated
and summed across all 16 bytes of the state. To avoid correlation attacks exploiting the non-
linearity of the SBOX, there is an additional byte mask m1 that is used to mask the output of
the SBOX.

m0 m1

roundnum curtext curkey

ROUND KEY SCHED.

Figure 4.21: Overview of the masked computation.

Formally speaking, the input to the SBOX is the signal

m0 ⊕ ki ⊕ si,∀i ∈ [1..16]

where ki is the i-th byte of the key while si is the i-th byte of the state. The corresponding
output is

m1 ⊕ SBOX(ki ⊕ si),∀i ∈ [1..16]
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where the signals ki and si have the same meaning as before. We will see later that the
design of the SBOX cannot expose any intermediate result while switching masks, so it must
be designed carefully.
A particular characteristic of our implementation is that mask m0 is an invariant of the state
at the output of the round; i.e., it is restored into the state in the latter stages after the SBOX.

key

state ⨁ ⨁ ⨁ LL ⨁

m0 SBOX

linm1
m1

Figure 4.22: Overview of the masked round.

Design of the state machine

With respect to the solution presented in the previous sections, the state representation has
been changed in order to include the current value of the masks and a number of probes:
data AESMasked = AMS {
#ifdef PROBE

_prbd :: AESProbed,
#endif

_roundnum :: AESRoundNum,
_curtext :: AESState,
_curkey :: AESKey,
_box :: AESSbox,
_ms0 :: AESMask,
_ms1 :: AESMask
}

type AESMaskedState = State AESMasked ()

In particular, the accessor methods _ms0 and _ms1 allow to access the actual value of the
masks whose type is a synonym for AESByte:
type AESMask = AESByte

The prbd field of the state is used to keep track of the information that flows within the state,
in fact its type is just a list of tagged texts (AESIProbed):
type AESProbed = [ AESIProbed ]

data AESIProbed = AIP {
__probedInnerText :: AESState,
__probedMsg :: String

}

The prbd field of the state is updated by a function in the AESMasked monad:
prm :: String -> AESMaskedState
prm m = get >>= addProbe where

addProbe s = (prbd .= prbd’) where
prbd’ = (AIP (_curtext s) m):(_prbd s)
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which adds the current text into the list of texts stored in the _prbd field. A probe function
will output these to stdout at the end of each round and eventually they will be used for the
statistical verification of the primitive.

FSM instantiation and round computation

The finite state machine now accepts a new parameter (of type AESMaskInfo) which is used
to pass in both masks and the SBOX:

roundFsm’ :: AESKey ->
Signal AESMaskInfo ->
Signal AESInput -> Signal AESOutput

roundFsm’ k mi t = formatOut <$> si where

si = register controlInit (choose <$> t <*> fan si mi)
controlInit = (_zero, (_zero, 0))

choose (I txt True) _ = (txt, (k, 1))
choose (I _ False) cs = cs

formatOut (s, (_, 12)) = O s True
formatOut (s, (_, _)) = O _zero False

data AESMaskInfo = AMI {
_mi_box :: AESSbox,
_mi_ms0 :: AESMask,
_mi_ms1 :: AESMask
}

Note that the SBOX passed into the finite state machine has been already preprocessed
by shuffling the original SBOX according to m0 and XORing all the elements with m1. The
round computation is still done through the fan function, which now receives also information
about masks to be applied. The result of the round computation is stored into the register
associated with variable si.
The fan function is simple:

fan :: Signal AESControl -> Signal AESMaskInfo -> Signal AESControl
fan si mi = let (s, ks) = unbundle si

(k, n) = unbundle ks
s’ = round <$> n <*> s <*> k <*> mi
ks’ = nextKey <$> ks
si’ = bundle (s’, ks’) in

si’

In fact, it unbundles the key k and the current state s from the input signal (si) and invokes
the round by using the applicative notation, because round is pure with respect to Signal:

round <$> n <*> s <*> k <*> mi

where n is the round number, s is the current state, k is the key and mi is the mask data.

Pipelined round execution. The round function is indeed the most important block of the
circuit. As we have seen previously, we can see it as a composition of sub-round blocks that
are lifted into the AESMaskedState monad:
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round’ :: AESMaskedState
round’ =

let
genround 11 k = ak k >> m0
genround 10 k = ak k >> sb >> lin’ >> m0 >> linm1’
genround 2 k = ak k >> sb >> lin >> m0 >> linm1 >> _po2
genround 1 k = m0 >> ak k >> sb >> _psb >> lin >> m0 >> linm1 >> _po1
genround _ k = ak k >> sb >> lin >> m0 >> linm1 in

get >>= \s -> genround (_roundnum s) (_curkey s)

where ak, sb, are, as in the previous version, lifted version of add key and sub bytes. Blocks
m0, lin, lin’, linm1 and linm1’ are added to functionally mask the circuit; they are defined
as:
m0 :: AESMaskedState
m0 = get >>= \s -> xorWith (replicate d16 $ _ms0 s)

lin :: AESMaskedState
lin = sr >> mc

lin’ :: AESMaskedState
lin’ = sr

linm1 :: AESMaskedState
linm1 = get >>= \s -> xorWith $ (mixColumns . shiftRows . replicate d16 . _ms1)

s

linm1’ :: AESMaskedState
linm1’ = get >>= \s -> xorWith $ (shiftRows . replicate d16 . _ms1) s

In practice lin, lin’ apply usual computations (shiftRows and mixColumns) while linm1 and
linm1’ remove effectively mask m1 from the computation, bringing back the state masked
only by m0.

Experimental validation - First order analysis

In this section, we are going to validate experimentally whether the first order countermea-
sure protects the circuit against attacks. The countermeasure is based on a byte mask that
is generated randomly.

Preliminaries. First of all, to guarantee the robustness of the following tests, we are inter-
ested into checking whether masks and keys used are effectively random. We thus instru-
mented the Haskell code to insert two probes in the first round (pm and pk) to profile both
masks and keys (see Figure 4.23).
Actually, the goal is twofold:

1. When observing probe pm we want to assess the uniform distribution of the actual
random generation of masks.

2. When using pk we want to make sure that the algorithm is stressed using arbitrary
keys.

The following diagrams are generated from data taken from Haskell simulations of the cir-
cuit. This information should be compared in all cases with the expected behaviour. Every
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Sbox Other+

mask0 = pm

state(0)
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key(0) = pk
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key(1)

Preliminary probes 
The countermeasure is instrumented to check  
for uniformity of masks  and keys

state(1)

state(2)

Figure 4.23: Probes in the first round.

deviation from it should be interpreted as a warning to be investigated. The following picture
is an histogram of mask values used during the experiments. The histogram should cover
uniformly all the possible values of a byte. As data samples go up, this should converge to
the same amount for all byte values (Figure 4.24).
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Figure 4.24: Histogram of mask values.

What follows is the histogram of byte values used for the key. Again, the histogram should
cover uniformly all the possible values of a byte. As data samples go up, this should converge
to the same amount for all byte values (Figure 4.25).
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Figure 4.25: Histogram of key values.

Correlation between masked and non-masked state after the SBOX. In this first anal-
ysis we are interested in correlating the state after the SBOX with countermeasure against
the same state without countermeasure. We thus require that keys and input text are the
same (Figure 4.26).
We thus introduced two probes psbm and psb in the two implementations described above.
Both probes produce a stream of 16 bytes each. We are interested in the cross-correlation
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State after Sbox 
We instrument the state after the SBox and we correlate it 
with the state in the case no countermeasure is used.

Sbox Other+

mask0

state(0) +

key(0)

Sbox Other'+

with countermeasure

without countermeasure

psbm

psb

state(1)

state(1)’

Figure 4.26: Architecture with the probes for first-order analysis.

of the 32 byte stream. If the countermeasure works, we should not see any significant cross-
correlation in the upper-right and lower-left parts of the matrix itself (see Figure 4.27). As a
reference, the heatmap in Figure 4.28 shows what happens when we correlate psb with itself.
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Figure 4.27: Correlation unmasked vs masked.

Per-byte statistical analysis. For each byte taken from probe psb we are now interested
in the distribution of the corresponding values taken by psbm. This is actually a conditional
probability distribution.
In Figure 4.29 we plot, for each of the possible byte values (0-255) in the unmasked state,
the average value that has been assumed in the corresponding masked situation. Each byte
value has 16 samples due to the different positions in the state of the AES.
For comparison, here is the distribution when we turn off masking:
In Figure 4.31, we look at the distribution of the raw data for each byte value. Beware that
here we lose the distinction between different bytes of the state.

Experimental validation - Second order analysis

In this analysis we are interested in correlating the XOR of round 1 and 2 exit state with
countermeasure (pmr = pmr1 ⊕ pmr2), with the equivalent we would have without counter-
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Figure 4.28: Correlation unmasked vs unmasked.
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Figure 4.29: Distribution unmasked vs masked.
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Figure 4.30: Distribution unmasked vs unmasked.
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Figure 4.31: Per-byte distribution unmasked vs masked.

measure (pr = pr1 ⊕ pr2). This actually corresponds to evaluating how the switching activity
on the finite state machine registers is correlated.

Round 1 + Round 2 output state correlation 
Check whether the xor of Round 1 and Round 2 state 
is correlated with the same value in the no countermeasure case.

Sbox Other+

mask0

state(0)
+

key(0)

Sbox Other'+

with countermeasure

without countermeasure

state(1)’

Sbox Other+

key(1)

Sbox Other'+

state(2)

state(2)’

pmr1 pmr2+

pmr

pr1 pr2+

pr

Figure 4.32: Architecture with the probes for second-order analysis between mask and
masked value.

Since one mask protects only against a first order attack, there should be evident correlation
between pmr and pr, as demonstrated in Figure 4.33.

XOR between bytes after SBOX. We now introduce two probes psbm and psb that produce
a single byte, which is the result of a XOR between each pair of bytes in the state. We then
correlate this value with the case with no countermeasure.
A first order countermeasure cannot hide this correlation. The diagram in Figure 4.35 shows
an evident correlation.

4.1.6 Conclusions

We described the major Haskell features that can be used to describe hardware crypto-
graphic blocks. Any design flow that does not guarantee acceptable results, both cost-wise
and performance-wise, would be completely useless in an industrial setting. Is our design
methodology ultimately valuable? Our experimental evaluations yield encouraging results
and show that a hardware design workflow that includes Haskell/CλaSH is indeed feasible
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Figure 4.33: Second-order Correlation between mask and masked value.
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Figure 4.34: Architecture with the probes for second-order analysis between two masked
values.
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Figure 4.35: Second-order Correlation between two masked values.
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and should be further explored in future efforts.

Such a framework already provides benefits in the design of security-critical hardware IPs,
thanks to the possibility to strictly bind an actual implementation to its original high-level
specifications. When side-channel analysis comes into the picture, we successfully showed
some examples about how the framework can support statistical analysis and checking of
high level side-channel properties.
One very concrete use case is the one described in the recent work [111]. It describes a
method to verify the soundness of a masking scheme before implementing it on a device,
based on instrumenting a high-level implementation of the masking scheme and by applying
leakage detection techniques on it. In this way, a system designer can quickly assess at
design-time whether the masking scheme is flawed or not, and to what extent. It is a tech-
nique extensively applied in practical contexts. It is evident how such a method can benefit
when it is realized in practice by using a high-level description in Haskell/CλaSH. In this
case, the framework described in the previous sections guarantees the coherence between
the model and the HDL instance, which would be otherwise impossible to obtain.

4.2 Hazard Algebra

4.2.1 Motivations

The power consumption leaked by a device and exploited for a side-channel attack can be
produced by glitches, side-channel information caused by the different propagation of sig-
nals in the circuits that are difficult to predict. Recently, a large study about glitches in circuits
has been developed, since they represent a new side-channel information previously not
highly regarded, but that defines a threat for secrets concealed in the devices. In [40], pub-
lished at the beginning of the 21th century by Brzozowski and Esik, an accurate description
of propagation of glitches in a circuit is reported, through the definition of an algebra called
Hazard Algebra. Hazard Algebra describes the propagation of glitches in the worst-case
scenario, namely when there is the higher number of glitches in a specific circuit.
A further study about glitches has been implemented starting from the Hazard Algebra and
developed to create a methodology for the characterization of leakages in combinatorial
logic, called LP model [31]. It works in the worst-case of propagation of glitches, i.e. in the
same situation examined by Hazard Algebra. LP model is a method that allows to recover
some fatal leakages caused by glitches, specifying the combinatorial part of the circuit that
produces these leakages. This model can be interpreted as a tool to assess the security of
cryptographic circuits against side-channel attacks.
Then, both Hazard Algebra and LP Model describe the propagation of glitches in the worst-
case, but we realized that this situation described not always is a real situation; we think that
is necessary a study about some structures that can represent a more realistic situation for
circuits and better quantify the amount of critical leakages.
Another relevant point of our study is the order of an attack (and in particular of a side-
channel attack). There are some articles in literature that give some different definitions of
the order of an attack, and in particular we focus our attention on definitions in two articles
[78] [94]. In [78], the order of an attack is the number of probes (metal needles that read
information through wires) placed in the circuit; instead, in [94] the order of the attack is
the statistical moment used to implement it. Also in article [100], in which some features
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about security of hardware implementations against side-channel attack of the first order are
exposed, it is not clear what they mean with “first order”. For some attacks, these two defini-
tions of the order of an attack are not in contrast, and then the order of them can be simply
given; but very often these definitions are discordant and create some misunderstandings,
and for this we think that it is necessary a new redefinition of this concept.
The main cryptographic algorithm that we use as example is the KECCAK algorithm [26] [25].
In particular, we often analyse only the nonlinear part of this algorithm, since generally this
is the target of side-channel attacks [24] [21].

4.2.2 Hazard Algebra

Definition 4.1. A glitch or hazard is a fast and unwanted change at the output of a gate in a
circuit due to different time propagation of the inputs.

Also in the case of a synchronous circuit, an unwanted change in a signal increases the
energy consumption, which can be exploited for a side-channel attack, where glitches are
considered the side-channel information.
The study of glitches in circuits has been a widespread problem in early years of design of
circuits. A very interesting description of glitches through bitstrings and an Algebra based on
them has been described in [40] by J. Brzozowski and Z. Ésik. In that work, a tool to evaluate
the presence of glitches under worst-case conditions of propagation was introduced.

Definition 4.2. In a circuit, the Worst-Case Scenario for glitches propagation describes what
happens when the highest number of glitches occurs at each gate in the circuit. This situation
implies the maximum power consumption in the circuit, and this is the reason why it is called
worst-case.

In our work, we are not interested in the specific value of signals in all time instances, but
only in their changes. For this reason, we introduce the definition of transient.

Definition 4.3. A transient is a bitstring t without any repetition of zeros and ones:

• t = e is the empty transient, corresponding to the empty bitstring;

• t = b1b2...bk with bi ∈ Z2 and bj 6= bj+1, ∀j ∈ {1, ..., k − 1}.

The set of all non-empty transients is defined as the set

T = 0(10)i
⋃

1(01)j
⋃

0(10)h1
⋃

1(01)r0

with i, j, h, r ∈ N0.
For any t ∈ T , with t = a1a2...an, some features are defined: z(t) is the number of zeros of t;
u(t) is the number of ones of t; α(t) is the first element of t, i.e. a1; ω(t) is the last element of
t, i.e. an; l(t) is the length of t, i.e. n. Given these specifications, it is possible to notice that
every transient t is uniquely determined by α(t) and l(t), or by ω(t) and l(t), or by α(t), ω(t)
and z(t), or by α(t), ω(t) and u(t).
We can define three operations on transients: � is the sum in T , � the product and · the
complement.

• For any transient t ∈ T , t � 0 = 0 � t = t and t � 1 = 1 � t = 1. If w and w′ are two
elements of T such that both their lengths are >1, then their sum is w � w′ = t, where
α(t) = α(w) ∨ α(w′), ω(t) = ω(w) ∨ ω(w′) and z(t) = z(w) + z(w′)− 1.
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• For any transient t ∈ T , t � 0 = 0 � t = 0 and t � 1 = 1 � t = t. If w and w′ are two
elements of T such that both their lengths are >1, then their product is w � w′ = t,
where α(t) = α(w) ∧ α(w′), ω(t) = ω(w) ∧ ω(w′) and u(t) = u(w) + u(w′)− 1.

• The complement t̄ of a transient t ∈ T is obtained by complementing each element in
t.

Give these three operations, a new algebra is defined: the Change-counting Algebra or
Hazard Algebra C = (T,�,�, · , 0, 1), where 0 and 1 are the only transients with length 1 of
C.

Theorem 4.2.1. The Hazard Algebra C = (T,�,�, · , 0, 1) is a commutative de Morgan
bimonoid, i.e, given x, y, z ∈ T , it satisfies the equations in Table 4.4.

Table 4.4: Laws of Hazard Algebra.
L1 x� y = y � x L1’ x� y = y � x
L2 x� (y � z) = (x� y)� z L2’ x� (y � z) = (x� y)� z
L3 x� 1 = 1 L3’ x� 0 = 0
L4 x� 0 = x L4’ x� 1 = x
L5 x = x
L6 x� y = x� y L6’ x� y = x� y

On the set of transients T it is also possible to define a XOR function among n transients, in
such a way that it always represents the worst-case scenario of glitches propagation. Given
t1, ..., tn ∈ T , w = XOR(t1, ..., tn) is such that:

α(w) = XOR(α(t1), ..., α(tn))

ω(w) = XOR(ω(t1), ..., ω(tn))

l(w) = 1 +
n∑
i=1

(l(ti)− 1) = 1− n+
n∑
i=1

l(ti)

Glitch-counting algorithm

Given a circuit with m inputs and k gates, we denote by X = (X1, X2, ...Xm) the vector of
input variables and by s = (s1, s2, ..., sk) the vector of state variables, which are the gates’
outputs. We define with sh vector s without h − th component, 1 ≤ h ≤ k. The Boolean
function Sj : Zm2 ×Zk−12 −→ Z2 is called excitation and it is the function that allows to compute
the state variable sj = Sj(X, s

j) = Sj(X1, ..., Xm, s1, ..., sj−1, sj+1, ..., sk). The vector S(X, s) =
(S1(X, s

1), ..., Sk(X, s
k)) is called the vector of excitations of the circuit.

Initially, the circuit is in a stable state (a′, b); then the input bits change from a′ to a and the
input states vector is set to a = a′◦a = (a1◦a′1, a2◦a′2, . . . am◦a′m) where ai◦a′i is aia′i if ai 6= a′i
or ai if ai = a′i . After the input bits change, some state variables become unstable. Indeed
now they do not represent the correct logic output of their corresponding gates. All unstable
variables are changed at the same time to their excitations. We obtain a new internal state
s∗0, which is a vector of transients from the set T . The process is then repeated, computing
at each round h the new internal state s∗h, until the last state variable vector computed is
equal to the second-last vector. A pseudo-code of the Glitch-counting algorithm is reported
in Algorithm 1.
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Algorithm 1 Glitch-counting algorithm
Input: The initial stable state (a′, b), the new input a and the vector of excitations among

transients S(X,s) of a circuit.
Output: A list of k transients, one for each gate’s output, describing the worst possible

switching activity during the transition a = a′ ◦ a.
1: h← 0;
2: a← a′ ◦ a;
3: s∗0 ← b;
4: repeat
5: h← h+ 1;
6: s∗h ← S(a, s∗(h−1));
7: until s∗h = s∗(h−1);
8: return s∗h;

4.2.3 LP Model

The LP (Leakage Path) model [31] is a mathematical abstraction that expands the function-
alities of the glitch-counting algorithm; it is a tool that allows to evaluate whether a circuit has
a critical leakage from the security point of view. This model is based on three entities: Input
Variables, Literal Transients and Literifiers.

Definition 4.4. Input Variables are the circuit’s inputs, and they are the only part of the circuit
that can trigger a signal propagation. Generally, if we consider only one gate, Input Variables
of this gate are variables that are directly given as input to a gate. We denote Input Variables
as Xj, or Xj if they are seen as transients.

Given a circuit with m inputs, we can enumerate all the Input Variables, calling each of them
i instead of Xi; I = {1, ...,m} ⊂ N is the set of Input Variables.

Definition 4.5. Given a gate with m inputs, namely X = {X1, ..., Xm}, we call Literal Tran-
sient any subset of I = {1, ...,m}. The set of Literal Transients is denoted by P({1, ...,m}),
where P is the power set. Each of this Literal Transient is a list of Input Variables, which
are responsible for the switching activity (and then power consumption) and could then be
leaked according to our power model.

Literal Transients play a central role in the LP Model, because they define which Input Vari-
ables can be leaked in a circuit at gate level, caused by combinatorial logic.

Definition 4.6. Literifier is the function

Lf : (T × I)r −→ I

i.e., given a gate that implements a boolean function f , and that depends on r gates and/or
Inputs Variables labelled ((t1, l1), ..., (tr, lr)) ⊂ (T × I)r, the Literifier gives the corresponding
Literal Transient. This gate is then labelled itself with a couple composed by a transient,
calculated by glitch-counting algorithm, and a Literal Transient, computed by the Literifier.

For some applications of LP Model on a circuit, see section 4.2.7.

4.2.4 Propagation Sequences

The first step, fundamental for the description of propagation sequences, is to define a new
time unit. Such time unit, which is typical of a circuit, refers to an ideal case with a null
switching time (time necessary to the signal’s stabilization in a transition from 0 to 1 or from
1 to 0).
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Definition 4.7. A Time Slot is a time unit that refers to a fraction of the time of the signal
propagation in a circuit, in which at most one change of the output bit of one gate occurs.

Given a circuit, we are interested in finding the gates that can be affected by different signal
propagations. In particular, these gates are AND, OR and XOR gates. We start to study
combinations on gates.

Definition 4.8. Given a gate with n inputs, we call combination the string a1a2...an, such that
ai ∈ {1, ..., n} and ai 6= aj ∀i 6= j and 1 ≤ i, j ≤ n.

Definition 4.9. Given a gate with n inputs, Cb is the set of all possible combinations on n
inputs; its cardinality is n!.

Given the previous definitions, it is easy to see a link between the set of combinations of n
inputs and the symmetric group Sn.

Proposition 4.2.2. Let n be the number of inputs, Cb the set of all combinations on n inputs
and Sn the symmetric group on {1, ..., n}. Then there is a bijective map ι between Sn and
Cb.

Now, starting from what has been exposed for gates, we can give the same definitions and
framework for a generic circuit, with n inputs and m gates.
In order to make this study, we have to follow some steps.

1. At first, it is necessary to define the set of all inputs of the circuit, that can be seen as
a set I ⊂ N.

2. At each circuit’s input Xj is linked the set {j}, with 1 ≤ j ≤ n, called Circuit Input
Variable.

3. At each i− th gate (1 ≤ i ≤ m) is linked a set Igi ⊂ I, called Gate Inputs Variables, that
corresponds to inputs that can have some effects on the gate, namely those inputs on
which the gate depends on. It can be also seen as the union of Gate Inputs Variables
and Circuit Inputs Variables before the i − th gate. Namely, given Xj1 , ..., Xjv circuit’s
inputs that are also input of the i− th gate and gj1 , ..., gjw gates of circuit which outputs
are inputs of the i− th gate:

Igi = (
⋃

s∈{1,...,v}
{js})

⋃
(
⋃

s∈{1,...,w}
Igjs)

If a gate depends on a circuit’s input Xj (1 ≤ j ≤ n) in two different ways, then we
have to add one input circuit n + 1 to set I = {1, ..., n}, creating an extended set
Ī = {1, ..., n + 1}, and the subset of Ī linked to the gate will contain both j and n + 1.
The same happens also if a gate depends on a circuit’s input Xj in r ways, with r > 2.
This procedure is repeated for each gate that depends on one or more inputs in two or
more ways, adding every time elements to the extended set Ī.

4. The number of time slots of the circuit is the sum of the cardinalities of all the Gate
Inputs Variables defined in the previous point:

nts =
m∑
i=1

|Igi|
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5. The number of combinations for this circuit is given by l!, where l is the cardinality of Ī
(which is the set linked to the gate that produces the circuit’s output bit).

Given a circuit with n inputs and m gates, and a vector of time slots of a combination c, we
can associate to this vector two other vectors of the same length:

• TSi is composed of cells that define which switch of circuit’s input have triggered the
change in the corresponding time slot;

• TSg reports which gate is considered in the corresponding time slot.

Glitch-counting algorithm for combinations

Initially, the circuit C is in a stable state (a′, b). Then the input bits change from a′ to a. Now
we have an additive information with respect to the worst-case, i.e. the vector of time slots
of a combination c ∈ Cb, and then we know how the signal propagates in the circuit. A
pseudo-code of the Glitch-counting algorithm for combinations is reported in Algorithm 2.

Algorithm 2 Glitch-counting algorithm for combinations
Input: The initial stable state (a′, b), the new input a , the vector of excitations among tran-

sients S(X,s) of a circuit, nts the number of time slots, two vectors TSi and TSg (that
correspond to time slots vector of combination c).

Output: A list ofm transients, one for each gate’s output, describing switching activity during
the transition a = a′ ◦ a for combination c.

1: h← TSi(1);
2: a(h)← a′(h) ◦ a(h);
3: for j = 1→ nts do
4: if TSi(j) 6= h then
5: h← TSi(j)
6: a(h)← a′(h) ◦ a(h);
7: end if
8: sTSg(j) ← STSg(j)(a, s)
9: end for

10: return s;

Propagation Sequences as quotient set

The gate that produces the circuit’s output bit is affected by switches happening all over the
circuit (and then by glitches) and their propagation in it. Then, we can give the following
equivalence, in which we use transients computed by the Glitch-counting algorithm for a
given combination.

Definition 4.10. Given a circuit, let {X t0
1 , ..., X

t0
n } be the set of inputs at time t0 and {X t1

1 , ..., X
t1
n }

the set of inputs at time t1. Let Cb be the set of all combinations for the circuit. We define
an equivalent relation ∼Cb in Cb such that, for all c1, c2 ∈ Cb, c1 ∼Cb c2 if and only if, for
each possible set of inputs {{X t0

1 , ..., X
t0
n }, {X t1

1 , ..., X
t1
n }}, the transient at the gate produc-

ing the circuit’s output bit (computed with the glitch-counting algorithm on combination c1 and
combination c2) is always the same.

Definition 4.11. Let n be the number of inputs of a circuit, Cb the set of its combination and
∼Cb the equivalence on it defined above. The quotient set

Cb

∼Cb
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is the set of Propagation Sequences, and Propagation Sequences are the equivalent classes
of Cb on the equivalence ∼Cb.

Definition 4.12. The number of Propagation Sequences for a particular circuit is the cardi-
nality of the set of Propagation Sequences, namely

nPS =

∣∣∣∣ Sn∼Sn

∣∣∣∣
An example of the use of combinations and propagation sequences is presented in section
4.2.7.

Comparison between Worst-Case Scenario and Propagation Sequences

The study of propagation sequences is justified starting from what has been stated at the
beginning of this section: given a circuit and some specific inputs for it at two different con-
secutive times t0 and t1, the Worst-Case Scenario of Glitches Propagation represents what
can happen in the worst possible case. Instead, propagation sequences on a circuit are all
the possible signal propagations that can happen, and some of them can be different from
the worst-case.

Example 4.2.1. In Figure 4.36 is given an example circuit. In this circuit the following six
time slots can be identified:

• TS1 −→ a switch of X1 causes a (possible) change of s3 output bit

• TS2 −→ a switch of X2 causes a (possible) change of s1 output bit

• TS3 −→ a switch of s1 output bit causes a (possible) change of s2 output bit

• TS4 −→ a switch of s2 output bit causes a (possible) change of s3 output bit

• TS5 −→ a switch of X3 causes a (possible) change of s2 output bit

• TS6 −→ a switch of s2 output bit causes a (possible) change of s3 output bit

So, in this circuit there are two possible propagation sequences:

PS1: TS1 PS2: TS1

TS2 TS5

TS3 TS6

TS4 TS2

TS5 TS3

TS6 TS4

All the other (3! − 2) combinations define a propagation sequence equivalent to one of the
two above.
On this circuit with these two propagation sequences, two examples are described.
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Figure 4.36: Circuit with transients.

1. In the first case, represented in Figure 4.37 on the left, we consider inputs at time t0
{X1, X2, X3} = {0, 1, 1}, and at time t1 {X1, X2, X3} = {0, 0, 0}. What happens in the
worst-case can be computed with the glitch-counting algorithm (depicted at the top).
What happens in the circuit if the signal propagation is described by first propagation
sequence is in the middle, with the second propagation sequence in the bottom. In this
case, with these inputs, the worst-case matches with the first propagation sequence.

2. In the second case, represented in Figure 4.37 on the right, we consider inputs at time
t0 {X1, X2, X3} = {0, 0, 0}, and at t1 {X1, X2, X3} = {0, 1, 1}. Again, what happens
in the worst-case can be computed with the glitch-counting algorithm (depicted at the
top). What happens in the circuit if the signal propagation is described by the first
propagation sequence is in the middle, with the second propagation sequence at the
bottom. Differently than the previous case, the propagation sequence that describes
the worst-case is the second one.

Then, sometimes the worst-case coincides with one propagation sequence, and sometimes
with the other one.

Observation 1. In a real circuit, if there are no changes of physical conditions (like tempera-
ture of environment) the propagation of signal is always the same, and then the propagation
of the signal respects only one specific propagation sequence. A propagation sequence in
a circuit is dictated by intrinsic properties of the circuit, as the length of the wires, or the
material of which is realized. In our work, given a circuit, every time we consider all possible
propagation sequences, to give a complete analyses of all possible cases that can happen in
real circuits, with the same gates and connections of the ideal one, but with different features.

4.2.5 Order of an Attack

Probes that are considered in [78] are metal needles placed on wires of interest, and their
task is to read off the value carried along the wires during the computations. We can revise
this concept, introducing a new instrument similar to the probe but with a different task.

Definition 4.13. An ideal probe is a probe that can reveal the value carried along a specific
wire, discerning all possible switches in every time slot.

In general, a measuring instrument has a proper spatial resolution and time resolution.

• Spatial resolution is inherent to the precision whereby it is possible to measure the
consumption: if an instrument is very sophisticated, it can recover consumptions in
each wire of a circuit, while a less sophisticated instrument records a sum of these
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Figure 4.37: Circuit with transients.

consumptions. Ideal probes can be placed on every wire in a circuit, and then they
have maximal spatial resolution.

• Time resolution is defined by the bandwidth of the instrument: the wider the bandwidth
is, more switches can be identified in time. We can say that ideal probes have infinite
bandwidth, since they can identify any switch in any time slot considered, and therefore
with maximal time resolution.

It follows from this that ideal probes are instruments that can recover all switches that happen
in the circuit (i.e, they can read activity in all time slots) and at level of all gates. In contrast,
a real measuring instrument cannot recover all switches that happen (less time resolution)
and/or cannot monitor all gates (less spatial resolution).
As mentioned also in 4.2.1, some authors refer to the number of probes placed on the wires
of the circuit [78], while some others refer to the statistical moment used to implement the
attack [94].
Often these two definitions are discordant and create some misunderstandings. For exam-
ple, in [99] and [100] the authors describe threshold implementations, a countermeasure
against side-channel attacks in presence of glitches; specifically in [100], they enumerate
three properties that this countermeasure must have to offer protection against an attack of
the first order, without specifying what they accept as order of an attack.
Starting from these concepts, we think that a new definition of order of an attack is needed,
collecting together all notions exposed until now.

• The first concept that is necessary for the definition is the statistical moment used to
implement the side-channel attack. The order of the statistical moment is a relevant
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notion about the attack, and it must not be omitted; this point conciliates our definition
with what is exposed in [94].

• Another relevant concept is the number of points examined in the circuit, namely the
parts of the circuit that an attacker has to monitor to implement an attack. In this way,
the concept exposed in [78] is incorporated in our definition.

• The last concept is how many points in time have to be considered, or, in other words,
the time instances that an attacker has to consider to attack the circuit. This con-
cept reflects definition of v−variate attack in [94], but where v indicates different time
instances in the same clock cycle.

These three dimensions contain all the fundamental features of an attack; then, starting from
them, definition 4.14 follows.

Definition 4.14. The order of an attack is an element (sm, sp, ti) of the tridimensional space
R3 such that:

• sm is the order of the statistical moment used to distinguish two distributions;

• sp id the number of spatial points monitored in the circuit;

• ti is the number of time instances analysed.

Figure 4.38: Order of an attack, in three dimensions: statistical moment, spatial points and
time instances.

Each time slot scans a time instance and it refers to one gate only; gates in the circuit are the
spatial points considered. Since we are interested in the gate considered for each time slot,
also TSg is important (section 4.2.4), because this vector defines our possible monitored
points in the circuit. Therefore, the features of an attack that we have to recover in order to
define its order are:

• the order of the statistical moment used;

• the number of spatial points considered, that are output wire of gates in the circuit;

• the number of time instances, that are time slots kept in consideration for the attack.
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The space of the order of an attack is a tridimensional space, namely a set S such that
S ⊂ R3. For each circuit that we can consider, this set is contained but not equal to R3 since
there are some points in R3 that cannot represent any attack. For example, given a circuit
C, the number of points in space is limited by the number of gates in C. Furthermore, if
the time slots corresponding to each gate in C are at most n, in S there cannot be a point
(sm, 1, n+ r) with r ≥ 1, because it does not exist any gate with n+ r instances.
The number of time slots for each gate can be read in the vector TSg, because it is the
length of TSg.

Example 4.2.2. If we consider the TSg vector

3
1
3
2
3
2
3

we have the following information:

• the time slots are 7, and then the highest number of time instances that we can consider
is 7;

• the number of gates in the circuit is 3;

• it is possible to consider one time instance for the gate 1, two instances for the gate 2
and four for the gate 3.

An attack unlikely involves higher values for each dimension, since an attack of higher order
is more expensive. Furthermore, there are limitations in circuit’s conformation when recover-
ing traces for a side-channel attack and the noise becomes more relevant with an increase
of the statistical order. Then, we can resume what explained until now in the following points:

• if the order of statistical moment used for the attack grows, then the noise in recovering
traces becomes more relevant and the attack more difficult to implement;

• if the number of points considered in the circuit is high, it means that the instrument
used for the measurements has to be more sophisticated (and then more expensive);

• if the number of time instances necessary to implement the attack is high, the measur-
ing instrument has to recover all the switches that happen in time slots, thus requiring
wider bandwidth (once again resulting more expensive).

Observation 2. If an instrument reads a consumption equivalent to the sum of consumptions
recovered by n probes placed on n different points of the circuit, then the spatial points used
for an attack that involves this instrument are n; time instances are all m time slots referring
to the spatial points considered (m ≥ n). The attack described is a (sm,n,m) attack.
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Examples of attacks on AES

To validate what has been exposed until now in this section, some examples of attacks
are exposed below, focusing on how the order of these attacks can be reformulated as a
tridimensional point.
The first two examples are two different possible attacks on AES without countermea-
sures. The part of the algorithm that generally is subjected to attacks is the non-linear one:
in this part of AES, plaintext of 128 bits is split into blocks of 8 bits, and SBOX function is
applied on each block independently, producing an output of 8 bits.
In a device that implements AES, the nonlinear function can be realized in two different ways:

• with one circuit that executes SBOX, and then the function is applied on the blocks of
the plaintext serially, one block at time, in different clock cycles;

• with 16 circuits, each one executing SBOX, and then the function is applied on the
blocks of the plaintext in parallel executions.

In the first case, not much physical space is employed, but it demands more time of exe-
cution; instead, the second realization allows more speed of execution, but there is more
physical space in the device.
If there is only a circuit that implement the SBOX function, an attack using the first statistical
moment (mean) can be implemented by monitoring the output of the SBOX, each time it
processes a new block: thus it is necessary only one ideal probe placed at the output wire of
the SBOX circuit, but one time instance for each block. To recover 8 bits of the key in each
clock cycle, the attack is a (1,1,1) attack, in accordance with definition 4.14. To recover the
complete key, this attack procedure must be repeated sixteen times, one for each byte.
In the second case, it is possible to carry out an attack (again using the first statistical
moment) by placing 16 ideal probes at the output wires of each SBOX. In this case we
are considering, in a clock cycle, 16 spatial points, and 16 time instances (time slots); then
this is a (1,16,16) attack that allows to recover all blocks of 8 bits of the key.
In the second case, if we have not an instrument with a wide bandwidth, but we can recover
only power consumption as summation of consumptions at the output gates of all SBOXes,
it is possible a (1,16,1) attack, that allows to recover 8 bits of the key, and in which consump-
tions of the other SBOXes create noise. To recover all block of the key, this attack procedure
must be repeated sixteen times, one for each byte.
This exposition does not consider all variables that can make an attack more difficult to
implement; for example, we do not consider that to compare some attacks’ implementations
it is important also the number of traces that are necessary to recover the secret.
Another example on AES can be the situation described in [103]: in this article, a second
order DPA attack on AES with mask is presented. This attack targets the XOR operation
of a byte of the key and a byte of the masked data (two spatial points), in two different
moments (two time instances); finally, first statistical moment (mean) is used for this attack.
Then, through the new definition of the order of an attack, the attack in [103], that allows
to recover 8 bits of the key, is a (1, 2, 2) attack (if the measuring instrument is sophisticated
enough and it has a wide bandwidth).

4.2.6 Power Consumption Models

Glitches described by transients in a circuit are generated by switches of input variables,
from bits in the original stable state at time t0 to new bits at time t1. Power Consumption
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models are methods to recover consumption in a circuit, exploiting propagation sequences,
and based on the model of power consumption in definition 4.15.

Definition 4.15. The Model of power consumption used in this section provides that at each
time slot the consumption is 1 if the output of the corresponding gate has a switch; otherwise
if the output signal of the gate is constant in the considered time slot, then the consumption
is 0.

Observation 3. The model defined in 4.15 is directly connected with glitches, since a glitch in
a gate defines a consumption p such that p ≥ 2; vice versa, if p = 0 there is not any change
in the gate, while if p = 1 there is a rightful change, that is present also without considering
the glitches.

Considering any propagation sequence, it is possible to collect the consumptions caused by
glitches in different ways, depending on the particular time unit and the method of collection.

• Different time units: the consumption can be computed at the end of a clock cycle, as
the summation of consumptions in all the gates of the circuit, or at intermediate levels;
these intermediate levels are time slots.

• Different methods of collection: it is possible to collect consumptions for each input at
time t1 and each previous input at time t0; otherwise, consumptions can be collected
computing, for all inputs at time t1, a mean over all inputs at time t0.

Starting from these features and combining them with each other, we define four Power
Consumption Models.

Power Consumption Model 1

The first Power Consumption Model consists in the collection of every consumption of each
gate in the circuit (in the meaning of definition 4.15), for each input at time t1 and considering
each possible input at time t0. This is the case of an attacker with a measuring instrument
with both very high spatial and time resolutions.
Given a circuit with n inputs, let X be the Input Variable set (see section 4.2.3); for each
x ∈ X, x is an element in Z2, and there are 2n different Input Variable sets depending on
different values that elements of X can take. If we consider all values that inputs can take at
time t0 and all at time t1, in total there can be 22n possibilities.
Now, given a specific propagation sequence in the circuit, we consider all possible inputs
at time t0 (that are 2n), all possible inputs at time t1 (that are 2n), and for each of these we
assign at all time slots 1 or 0, if in this particular time slot there is a switch or not.
Power Consumption Model 1 is the most detailed case, since with this an attacker can dis-
tinguish all gates and all time instances. Also for this reason, it is the most difficult case to
achieve and the most unrealistic.

Power Consumption Model 2

Power Consumption Model 2 consists in the collection of every change of each gate in the
circuit, for each input at time t1, computing the consumption mean over all possible input at
time t0.
Power Consumption Model 2 is such that an attacker, as for Power Consumption Model 1,
can monitor all gates of the circuit and for all time instances, but she knows only inputs at
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time t1 and not previous inputs at time t0. Then we have only 2n different vectors of time
slots, corresponding to 2n possible values at time t1.
This case is more likely than the first one, since very often an attacker can guess input at
time t1, but she does not know what was stored in the register, at time t0.

Power Consumption Model 3

In Power Consumption Model 3 the sum of all consumptions in the circuit is collected, for
each input at time t1 and considering each possible input at time t0. As Power Consumption
Model 2, also this model describes a situation in which the attacker knows less information
with respect to Power Consumption Model 1: in this case, the attacker knows all inputs at
time t0 and all inputs at time t1, but she cannot monitor all gates in the circuit and she can
only recover a summation of consumptions in them.
Like Power Consumption Model 1, in this model we have 22n possibilities of Inputs Variable,
2n at time t0 and 2n at time t1.

Power Consumption Model 4

The last Power Consumption Model that we present consists in a collection of the sums of
every consumption in the circuit, for each input at time t1, and computing the consumption
mean over all possible inputs at time t0. This is the case in which an attacker has a measuring
instrument with low spatial and time resolutions.
If an attacker decides to collect consumptions in a circuit with this model, this means that
she has a restricted amount of information: she knows only inputs at time t1 and not inputs
at time t0; moreover, she cannot recover consumptions for each particular time slot and gate,
and then the registered consumption is the sum of all consumptions in the circuit.
Similar to Power Consumption Model 2, in Power Consumption Model 4 only 2n possible
inputs values are considered, since the attacker knows only inputs at time t1.

Comparison among Power Consumption Models

Every Power Consumption Model has some specific features and, in accordance with them,
it is possible to create the following scheme:

Power Consumption Model 4 Worst-case for an attack:
| if there is an attack
| exploiting this model,
| then it is possible to attack also
| other models
| |
↓ |

Power Consumption Model 3 |
Power Consumption Model 2 |

| |
↓ ↓

Power Consumption Model 1 Best case for an attack
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The worst-case for an attack is represented by Power Consumption Model 4: this model is
used by an attacker when she does not know inputs at time t0 but only inputs at time t1, and
also she cannot monitor all gates in the circuit.
Instead, the best case for an attack is Power Consumption Model 1, because in this case
the attacker can recover all helpful information that she wants, since she has access to all
gates in the circuit and she knows all inputs (at time t0 and at time t1). However, this is also
the situation hardest to realize, because generally an attacker does not know inputs at time
t0 and she cannot monitor all gates.
Both Power Consumption Model 2 and 3 have some features of Power Consumption Model
1 and Power Consumption Model 4, and then they are between the worst-case and the best
one.

Observation 4. The worst-case for an attack is not the same as the worst-case of glitches
propagation: they are defined in two different frameworks, the first one is in terms of power
consumptions’ collection and the second one is referred to the signal propagation in the
circuit (and thus to glitches).

4.2.7 Application to KECCAK

As we said in section 4.2.1, our main example is KECCAK, and in particular its nonlinear part
(the χ function) is the main object of our study, since generally the target of a side-channel
attack is the nonlinear part of cryptographic algorithms. In this section, we apply LP model
and Power Consumption Model to define some possible fatal leakage of the circuits and to
know if there is some attack, the order of which we express in three dimensions.

Unshared χ

Figure 4.39: Circuit of χ function.

A first example is χ with a single-share. Any leakage at gate level is a leakage of a native
variable, so every transition consuming power produces a leakage of a native variable. χ has
three input bits, and then all the possible transitions are 23 · 23 = 64 (23 inputs at time t0 and
23 inputs at time t1). Trivial transitions, i.e. transitions where inputs at time t0 are the same
as inputs at time t1, do not leak anything, and they are 23 = 8. The LP model shows that
there also exist non-trivial transitions that do not lead to any switch of gates’ outputs, and
hence to any leakage. Referring to Figure 4.39, for instance, if X3 changes, but X1 is fixed
(to 0 or 1) and X2 is fixed to 1, no switch is produced. This happens in four cases, namely
when the input transitions are (1, 1, 1) → (1, 1, 0), (0, 1, 1) → (0, 1, 0), (1, 1, 0) → (1, 1, 1) and
(1, 1, 0) → (1, 1, 1). In conclusion, there are four non-trivial transitions out of 26 − 23 = 56
that do not leak anything, which means that the remaining roughly 81% of transitions are
vulnerable. In Figure 4.40, on the left there is an example of transition that produces some
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leakages (for X1 at gate s3, for X2 at each gate and for X3 at gate s2 and s3), and on the right
there is an example of non-trivial transition that does not produce any leakage.

Figure 4.40: Examples of LP model applied to the unshared χ, in two different cases: on the
left it is a case in which there are same leakages, and on the right it is a case where there is
no leakage.

χ is a function applied five times to each KECCAK state’s row, each time on three different
bits. A KECCAK row is composed by five bits, and thus there are 25 possible values, denoted
x0, ..., x31, such that xj = [xj1, x

j
2, x

j
3, x

j
4, x

j
5] with 0 ≤ j ≤ 31.

Referring another time to Figure 4.39, we can note that this circuit has three inputs, xi, xi+1

and xi+2, and three gates, s1, s2 and s3. Time slots are:

TS1 → change of output bit of s3 caused by the switch of xi

TS2 → change of output bit of s1 caused by the switch of xi+1

TS3 → change of output bit of s2 caused by the switch of output of s1

TS4 → change of output bit of s3 caused by the switch of output of s2 (in TS3)

TS5 → change of output bit of s2 caused by the switch of xi+2

TS6 → change of output bit of s3 caused by the switch of output of s2 (in TS5)

At first, we define how many propagation sequences there can be in this circuit. Input vari-
ables are three, then there are six combinations. Among them, combinations 123, 213 and
231 represent the same propagation sequence (because transients of output gate are always
the same), and 132, 312 and 321 are the same propagation sequence. Therefore, we have
two propagation sequences, with representatives:

• 123 for the first propagation sequence,

• 132 for the second propagation sequence.

Since with LP Model some leakages of native variables have been detected, we can analyse
if these leakages are exploitable with a Power Consumption Model. The first model studied
is the fourth, since if an attack with this Power Consumption Model 4 is found, then there
is an attack with all the other models (since it represents the worst-case for an attack).
We have computed all consumptions with both propagation sequences and they are reported
in Table 4.5 .
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Table 4.5: Consumptions of unshared χ in accordance with Power Consumption Model 4,
considering both propagation sequences.

xi xi+1 xi+2 consumption mean
with propagation sequence 123 with propagation sequence 132

0 0 0 1.5 2.5
0 0 1 2.5 2.5
0 1 0 1.5 1.5
0 1 1 2.5 1.5
1 0 0 1.5 2.5
1 0 1 2.5 2.5
1 1 0 1.5 1.5
1 1 1 2.5 1.5

Only the first propagation sequence is considered, since the discussion for the second one
is very similar.
We can notice that the consumption for this propagation sequence is 1.5 if xi+2 is 0 and
2.5 if xi+2 is 1, thus there is a relation between the power consumed and a native value,
and this is a fatal leakage. These power consumptions recovered with Power Consumption
Model 4 can be exploited for a CPA attack using the mean as statistical moment. Then we
exploit information recovered with power consumption model 4 to find one bit of the key with
a (1, 3, 6) attack, since we use the mean (first statical moment) and spatial points are all
gates in the circuit (observation 2), considering all six time slots.

χ with two shares

Figure 4.41: Atomic circuit of χ with two shares.

Secret sharing with two shares on χ can be a secure scheme in software (namely, it does
not leak any native variable), if the order of operations is kept fixed from left to right. The
same is not true in hardware, for instance because of glitches.
Since the two branches are symmetric, we can consider the circuit in Figure 4.41 when it
produces ai, then m1 = ai, m2 = bi+2, m3 = ai+1 and m4 = ai+2. Since there are four input
variables, all possible transitions are 28, and 24 of them are trivial. As analysed in [31], in
this circuit a natural vulnerability arises when the two variables ai+2 and bi+2 are processed
at the same moment by the last XOR gate, as this could leak the value ai+2 ⊕ bi+2, that is
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an unshared native value. If a particular transition generates this leakage, it can be read
through the LP model: it is present when literal transient for the last XOR gate contains {2}
and {4}. An example of what has been explained is represented in Figure 4.42: the transition
is (1, 1, 0, 0)→ (1, 0, 1, 1), and there is a leakage of both m2 and m4, namely bi+2 and ai+2. By
running the model for all the 28− 24 non-trivial possible input transitions, it is found that 32 of
them produce the defined vulnerability, i.e. 12.5% of all 28 transitions.

Figure 4.42: Example of LP model applied to a branch of χ with two shares: at XOR level
there can be some leakages of m2, m3 and m4.

Now we explain how these leakages can be exploited to compute an attack using power
consumption models. First step is to define propagation sequences in the atomic circuit of χ
with two shares (Figure 4.41); it has four inputs m1, m2, m3, m4 and four gates s1, s2, s3, s4.
Time slots are:

TS1 → change of output bit of s4 caused by the switch of m1

TS2 → change of output bit of s2 caused by the switch of m2

TS3 → change of output bit of s4 caused by the switch of output of s2 (in TS2)

TS4 → change of output bit of s2 caused by the switch of m3

TS5 → change of output bit of s4 caused by the switch of output of s2 (in TS4)

TS6 → change of output bit of s1 caused by the switch of m3

TS7 → change of output bit of s3 caused by the switch of output of s1

TS8 → change of output bit of s4 caused by the switch of output of s3 (in TS7)

TS9 → change of output bit of s3 caused by the switch of m4

TS10 → change of output bit of s4 caused by the switch of output of s3 (in TS9)

We can notice that a possible change of circuit’s input m3 can have effect on the last gate
s4 following two ways (TS4/TS5 and TS6/TS7/TS8). The set corresponding to the last gate is
I = {1, 2, 3, 4, 5}, hence the number of combinations is 5! = 120. The number of propagation
sequences is 4, since the quotient of the set of combination Cb on the equivalent relation
∼Cb has four equivalent classes, composed by thirty elements each one, and the chosen
representative elements are:
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• 12345 for propagation sequence 1

• 12354 for propagation sequence 2

• 13245 for propagation sequence 3

• 13254 for propagation sequence 4

For some inputs, there can be some leakage of the native variable xi+2 = m2 ⊕m4 at XOR
gate. We start to analyse if it is possible to use Power Consumption Model 4 to exploit
these leakages, otherwise we will consider the other Power Consumption Models. Con-
sumptions with all the propagation sequences are given in Table 4.6.

Table 4.6: Consumptions of an atomic circuit of χ with two shares in accordance with Power
Consumption Model 4, considering all propagation sequences.

m1 m2 m3 m4 m2 ⊕m4 consumption mean

PS 12345 PS 12354 PS 13245 PS 13254
0 0 0 0 0 3 2 3 2
0 0 0 1 1 3 3 3 3
0 0 1 0 0 2 2 3 3
0 0 1 1 1 2 3 3 4
0 1 0 0 1 4 3 3 2
0 1 0 1 0 4 4 3 3
0 1 1 0 1 3 3 3 3
0 1 1 1 0 3 4 3 4
1 0 0 0 0 3 2 3 2
1 0 0 1 1 3 3 3 3
1 0 1 0 0 2 2 3 3
1 0 1 1 1 2 3 3 4
1 1 0 0 1 4 3 3 2
1 1 0 1 0 4 4 3 3
1 1 1 0 1 3 3 3 3
1 1 1 1 0 3 4 3 4

At first, we can notice that with propagation sequence 13245, the consumption mean is the
same for all inputs at time t1, therefore with this propagation sequence no information can
be recovered, if consumptions are collected with Power Model Consumption 4. For the other
propagation sequences, we can analyse the distributions of the consumption means.

• With propagation sequence 12345, the distribution of consumptions (third column in
Table 4.6) is represented in Figure 4.43. It is possible to notice that the distribution of
consumptions when m2 ⊕m4 is 1 and the distribution of consumptions when m2 ⊕m4

is 0 are the same, thus it is impossible to distinguish them.

• With propagation sequence 12354, the distribution of consumptions (fourth column in
Table 4.6) is represented in Figure 4.44. Now distribution relative to 1 and distribution
relative to 0 are different: they have the same mean, but different variance; this feature
can be exploited for an attack with the second statistical order.
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Figure 4.43: Distribution of consumptions collected with Power Consumption Model 4 for
propagation sequence 12345.

Figure 4.44: Distribution of consumptions collected with Power Consumption Model 4, prop-
agation sequence 12354.

• With propagation sequence 13254, the distribution of consumptions (last column in
Table 4.6) is the same of propagation sequence 1, and then the conclusions are equal.

In conclusion, with this Power Consumption Model it is possible to implement an attack
to recover one bit of the key with the second statistical moment (considering propagation
sequence 2), but not with the first (all the distributions have equal mean). With notation in
three dimensions, to recover one bit of the key an attacker implements a (2,4,10) attack,
since she uses the second statistical moment and the consumptions are recovered in ten
time slots, referring to four gates.
Since for any propagation sequence there is no attack that uses the first statistical moment
and Power Consumption Model 4, we can try to analyse Power Consumption Model 2. We
recover consumptions for each time slot and for each input at time t1, computing the mean
on all inputs at time t0. Analysing all the propagation sequences for χ with two shares, it is
possible to notice that only propagation sequence 12354 can be interesting for our purpose,
since it is the only one with some relations between consumptions and xi+2 = m2 ⊕ m4;
consumptions are reported in Table 4.7.
We are interested in columns TS5 and TS10, since, for each row, mean consumption in
time slot TS5 is proportional to m2 and TS10 is proportional to m4. Then, an attacker can
implement a CPA considering consumption c, for each set of inputs of χ with 2 shares circuit,
defined as:

c = (p5 + p10)mod2
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Table 4.7: Consumptions of an atomic circuit of χ with two shares and propagation sequence
12354, in accordance with Power Consumption Model 2

m1 m2 m3 m4 m2 ⊕m4 consumption in each time slot
TS1 TS2 TS3 TS4 TS5 TS6 TS7 TS8 TS9 TS10

0 0 0 0 0 0.5 0.25 0.25 0 0 0.5 0.25 0.25 0 0
0 0 0 1 1 0.5 0.25 0.25 0 0 0.5 0.25 0.25 0.5 0.5
0 0 1 0 0 0.5 0.25 0.25 0 0 0.5 0.25 0.25 0 0
0 0 1 1 1 0.5 0.25 0.25 0 0 0.5 0.25 0.25 0.5 0.5
0 1 0 0 1 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0 0
0 1 0 1 0 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0.5 0.5
0 1 1 0 1 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0 0
0 1 1 1 0 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0.5 0.5
1 0 0 0 0 0.5 0.25 0.25 0 0 0.5 0.25 0.25 0 0
1 0 0 1 1 0.5 0.25 0.25 0 0 0.5 0.25 0.25 0.5 0.5
1 0 1 0 0 0.5 0.25 0.25 0 0 0.5 0.25 0.25 0 0
1 0 1 1 1 0.5 0.25 0.25 0 0 0.5 0.25 0.25 0.5 0.5
1 1 0 0 1 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0 0
1 1 0 1 0 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0.5 0.5
1 1 1 0 1 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0 0
1 1 1 1 0 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0.5 0.5

where p5 is the power consumption recovered at time slot TS5 and p10 the power consumption
at time slot TS10.
This attack, implemented to recover a bit of the key, in notation with three dimensions is a
(1,1,2). Indeed:

- sm = 1, because to implement this attack an attacker uses the first statistical moment;

- sp = 1, because only the consumptions recovered at level of the XOR gate is consid-
ered, as if there was an ideal probe placed in that point of the circuit;

- ti = 2, because the useful consumptions are recovered in two time slots, i.e. two
different time instances at level of the XOR gate (TS5 and TS10).

χ with three shares

The last case of study is χ with three shares. As it can be seen in Figure 4.45, in each
isolated branch no single native variable can be leaked, since every function is independent
of at least one share of each native variable (first function is independent from aj, second
function from bj and third one from cj). We can then consider two branches together: without
loss of generality, we consider the first function (that produces ai), and the second one (that
produces bi) (Figure 4.46).
In this case, if we monitor branches in at least two different points, for some transitions it
is possible to observe leakages that, combined together in some way, can give information
about a native variable. At first, there are eight input variables: ai+1, ai+2, bi, bi+1, bi+2, ci,
ci+1 and ci+2; then native input variables that can be leaked are xi+1 = ai+1 ⊕ bi+1 ⊕ ci+1 and
xi+2 = ai+2 ⊕ bi+2 ⊕ ci+2. The total number of transitions is 28 · 28 = 216, and 28 of them are
trivial. With only two probes, positioned at XOR gates, and running the LP model, we get:

• 6016 transitions produce a leak of information about xi+1, namely roughly 9, 18% of all
transitions;
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Figure 4.45: Atomic circuit of χ with 3 shares.

Figure 4.46: Two atomic circuits of χ with 3 shares: on the left the circuit that produces
output ai is depicted, on the right there is the circuit that produces output bi.

• 6144 transitions produce a leak of information about xi+2, roughly 9, 38% of all transi-
tions;

• among them, 1024 transitions produce a leak of both xi+1 and xi+2, 1, 56% of all transi-
tions.

Example 4.2.3. In Figure 4.47 there is an example of LP model application on two branches
of χ with three shares. Probes are placed on the two XOR gates. Input literals for input
variables are computed by literifiers in this way: L(bi) = {1}, L(ci+2) = {2}, L(bi+1) = {3},
L(bi+2) = {4}, L(ci+1) = {5}, L(ci) = {6}, L(ai+2) = {7},
L(ai+1) = {8}.
Inputs at time t0 are (bi, ci+2, bi+1, bi+2, ci+1, ci, ai+2, ai+1) = (0, 0, 1, 1, 1, 1, 1, 1), and at time t1
are (bi, ci+2, bi+1, bi+2, ci+1, ci, ai+2, ai+1) = (0, 1, 1, 0, 1, 0, 0, 0). Figure 4.47 depicts the situation
with transients, computed with the glitch-counting algorithm, and literal transients for each
gate, computed by literifiers. In the first function, at XOR gate there is a leakage of ci+2 and
bi+2, while in the second function at the same level there is a leakage of ci+2, ci, ai+2 and
ai+1: in this case, some information about xi+2 = ai+2 ⊕ bi+2 ⊕ ci+2 can be recovered.

Now we explain how these leakages can be exploited to compute an attack using power
consumption models. Referring to Figure 4.45, the atomic circuit has five inputs m1, m2, m3,
m4, m5 and four gates s1, s2, s3, s4. Time slots are:
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Figure 4.47: Example of LP model applied to two branches of χ with three shares: from the
first circuit there can be some leakages of m2 and m4 at XOR level, and from the second
circuit there can be some leakages of m2, m6, m7 and m8 at XOR level.

TS1 → change of output bit of s5 caused by the switch of m1

TS2 → change of output bit of s1 caused by the switch of m2

TS3 → change of output bit of s5 caused by the switch of the output of s1 (in TS2)

TS4 → change of output bit of s1 caused by the switch of m3

TS5 → change of output bit of s5 caused by the switch of the output of s1 (in TS4)

TS6 → change of output bit of s2 caused by the switch of m3

TS7 → change of output bit of s3 caused by the switch of the output of s2 (in TS6)

TS8 → change of output bit of s5 caused by the switch of output of s3 (in TS7)

TS9 → change of output bit of s3 caused by the switch of m4

TS10 → change of output bit of s5 caused by the switch of output of s3 (in TS9)

TS11 → change of output bit of s4 caused by the switch of m4

TS12 → change of output bit of s5 caused by the switch of output of s4 (in TS11)

TS13 → change of output bit of s4 caused by the switch of m5

TS14 → change of output bit of s5 caused by the switch of output of s4 (in TS13)
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Also in this case, there are two inputs variables (m3 and m4) that have effect on the last gate
s5 following two ways (for m3 TS4/TS5 and TS6/TS7/TS8, for m4 TS9/TS10 and TS11/TS12).
Then, the set linked to the last gate is I = {1, 2, 3, 4, 5, 6, 7}, and the number of possible
combinations is 7! = 5040. However, the quotient set Cb

∼Cb
has only eight elements, and we

choose as representatives of the classes:

• 1234567 for propagation sequence 1

• 1234576 for propagation sequence 2

• 1235467 for propagation sequence 3

• 1235476 for propagation sequence 4

• 1324567 for propagation sequence 5

• 1324576 for propagation sequence 6

• 1325467 for propagation sequence 7

• 1325476 for propagation sequence 8

We know that if we consider only one atomic circuit, there can be no leakage of some native
variable, since each atomic circuit never processes all shares of xi or xi+1 or xi+2. Moreover,
we can consider two atomic circuits together, but in this case it is clear that an attack imple-
mented considering only one spatial point is impossible. If two circuits are considered, the
number of propagation sequences grows to 8 ∗ 8 = 64.
Another time, without loss of generality, we can consider the two circuits in Figure 4.46,
namely circuits that produce outputs ai and bi. In this case, there are two possibilities to
recover a native value:

• native value xi+1 can be recovered in two cases:

– if there is a leakage of bi+1 and ci+1 in the first circuit and a leakage of ai+1 in the
second circuit;

– if there is a leakage of bi+1 in the first circuit and a leakage of ai+1 and ci+1 in the
second circuit;

• native value xi+2 can be recovered in two cases:

– if there is a leakage of bi+2 and ci+2 in the first circuit and a leakage of ai+2 in the
second circuit;

– if there is a leakage of bi+2 in the first circuit and a leakage of ai+2 and ci+2 in the
second circuit.

Instead, if we consider all three circuits together for an attack, the considered spatial points
are at least three, and in this case it would be possible to recover a native value among xi,
xi+1 and xx+2 (since all the shares of the native values are processed by the three circuits).
In Table 4.8 the measures collected with Power Consumption Model 4 are reported: they
refer to power consumptions of a single circuit, with all possible inputs at time t1 and all eight
propagation sequences.
If we consider two circuits, there can be some leakages of xi+1 or xi+2. Analysing all possible
cases, no consumption can be exploited to recover any information about native values, also
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Table 4.8: Consumptions of an atomic circuit of χ with three shares in accordance with Power
Consumption Model 4, considering all propagation sequences.

consumption mean

m1 m2 m3 m4 m5
PS PS PS PS PS PS PS PS

1234567 1234576 1235467 1235476 1324567 1324576 1325467 1325476
0 0 0 0 0 3.5 3.5 2.5 2.5 3.5 3.5 2.5 2.5
0 0 0 0 1 3.5 4.5 2.5 3.5 3.5 4.5 2.5 3.5
0 0 0 1 0 4.5 3.5 4.5 3.5 4.5 3.5 4.5 3.5
0 0 0 1 1 4.5 4.5 4.5 4.5 4.5 4.5 4.5 4.5
0 0 1 0 0 2.5 2.5 2.5 2.5 3.5 3.5 3.5 3.5
0 0 1 0 1 2.5 3.5 2.5 3.5 3.5 4.5 3.5 4.5
0 0 1 1 0 3.5 2.5 4.5 3.5 4.5 3.5 5.5 4.5
0 0 1 1 1 3.5 3.5 4.5 4.5 4.5 4.5 5.5 5.5
0 1 0 0 0 4.5 4.5 3.5 3.5 3.5 3.5 2.5 2.5
0 1 0 0 1 4.5 5.5 3.5 4.5 3.5 4.5 2.5 3.5
0 1 0 1 0 5.5 4.5 5.5 4.5 4.5 3.5 4.5 3.5
0 1 0 1 1 5.5 5.5 5.5 5.5 4.5 4.5 4.5 4.5
0 1 1 0 0 3.5 3.5 3.5 3.5 3.5 3.5 3.5 3.5
0 1 1 0 1 3.5 4.5 3.5 4.5 3.5 4.5 3.5 4.5
0 1 1 1 0 4.5 3.5 5.5 4.5 4.5 3.5 5.5 4.5
0 1 1 1 1 4.5 4.5 5.5 5.5 4.5 4.5 5.5 5.5
1 0 0 0 0 3.5 3.5 2.5 2.5 3.5 3.5 2.5 2.5
1 0 0 0 1 3.5 4.5 2.5 3.5 3.5 4.5 2.5 3.5
1 0 0 1 0 4.5 3.5 4.5 3.5 4.5 3.5 4.5 3.5
1 0 0 1 1 4.5 4.5 4.5 4.5 4.5 4.5 4.5 4.5
1 0 1 0 0 2.5 2.5 2.5 2.5 3.5 3.5 3.5 3.5
1 0 1 0 1 2.5 3.5 2.5 3.5 3.5 4.5 3.5 4.5
1 0 1 1 0 3.5 2.5 4.5 3.5 4.5 3.5 5.5 4.5
1 0 1 1 1 3.5 3.5 4.5 4.5 4.5 4.5 5.5 5.5
1 1 0 0 0 4.5 4.5 3.5 3.5 3.5 3.5 2.5 2.5
1 1 0 0 1 4.5 5.5 3.5 4.5 3.5 4.5 2.5 3.5
1 1 0 1 0 5.5 4.5 5.5 4.5 4.5 3.5 4.5 3.5
1 1 0 1 1 5.5 5.5 5.5 5.5 4.5 4.5 4.5 4.5
1 1 1 0 0 3.5 3.5 3.5 3.5 3.5 3.5 3.5 3.5
1 1 1 0 1 3.5 4.5 3.5 4.5 3.5 4.5 3.5 4.5
1 1 1 1 0 4.5 3.5 5.5 4.5 4.5 3.5 5.5 4.5
1 1 1 1 1 4.5 4.5 5.5 5.5 4.5 4.5 5.5 5.5

with all propagation sequences. Indeed, the mean of consumptions in all cases is always 8,
both if the native value (xi+1 or xi+2) is 0 or 1.
Also if we consider 3 circuits together, and analysing all possible cases, no consumption
can be exploited to recover any information about native values, also with all propagation
sequences. Indeed, the mean of consumptions in all cases is always 12, whether the native
value is 0 or 1.
With all three circuits, we can also think to relieve from consumptions some information
about the XOR of the output bits of all three circuits (that is a native value). Even with this
approach, it is not possible to distinguish if the native value is 0 or 1, with no propagation
sequence or particular input. Once again, the mean of consumptions in all cases is always
12, whether the native value is 0 and if it is 1.
With Power Consumption Model 4, all possible leakages are analysed, and we have verified
that there not can be any leakages exploitable to recover some information about native
values.
Now we study the consumptions recovered with Power Consumption Model 2, knowing
that the time slots for an atomic circuit of χ with 3 shares are 14 and considering all inputs at
time t1. With this analysis, we can notice that:

• In the table of consumptions of the circuit with propagation sequence 1234567, columns
of time slot 4 and time slot 5 are proportional to m2, columns of time slot 9 and time
slot 10 are inversely proportional to m3 and columns of time slot 13 and time slot 14
are proportional to m4.

• In the table of consumptions of the circuit with propagation sequence 1234576, columns
of time slot 4 and time slot 5 are proportional to m2, columns of time slot 9 and time
slot 10 are inversely proportional to m3 and columns of time slot 11 and time slot 12
are proportional to m5.
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• In the table of consumptions of the circuit with propagation sequence 1235467, columns
of time slot 4 and time slot 5 are proportional to m2, columns of time slot 7 and time slot
8 are proportional to m4 and columns of time slot 13 and time slot 14 are proportional
to m4.

• In the table of consumptions of the circuit with propagation sequence 1235476, columns
of time slot 4 and time slot 5 are proportional to m2, columns of time slot 7 and time slot
8 are proportional to m4 and columns of time slot 11 and time slot 12 are proportional
to m5.

• In the table of consumptions of the circuit with propagation sequence 1324567, columns
of time slot 2 and time slot 3 are proportional to m3, columns of time slot 9 and time
slot 10 are inversely proportional to m3 and columns of time slot 13 and time slot 14
are proportional to m4.

• In the table of consumptions of the circuit with propagation sequence 1324576, columns
of time slot 2 and time slot 3 are proportional to m3, columns of time slot 9 and time
slot 10 are inversely proportional to m3 and columns of time slot 11 and time slot 12
are proportional to m5 (Table 4.9).

• In the table of consumptions of the circuit with propagation sequence 1325467, columns
of time slot 2 and time slot 3 are proportional to m3, columns of time slot 7 and time slot
8 are proportional to m4 and columns of time slot 13 and time slot 14 are proportional
to m4.

• In the table of consumptions of the circuit with propagation sequence 1325476, columns
of time slot 2 and time slot 3 are proportional to m3, columns of time slot 7 and time slot
8 are proportional to m4 and columns of time slot 11 and time slot 12 are proportional
to m5.

We can try to exploit information about a native variable in more ways, from two or three
circuits, with different propagation sequences. We have decided to explain only one case,
where we try to recover xi+1, considering two circuits (first one producing ai and second
one producing bi), both with propagation sequence 1324576. From the first circuit, we can
recover information about m3 (i.e. bi+1) and m5 (i.e. ci+1), while from the second one we can
recover information about m5 (i.e. ai+1). All of these consumptions are recovered at level of
XOR gate, in both the circuits, and then in total two points have to be monitored, namely the
XOR gates.
In the following steps, we explain how an attacker can exploit this information to recover five
bits of the key with a CPA attack. At each clock cycle there is a leakage of xi+1, and after the
five χ operations all the five bits of the row of the key can be recovered.

• At the beginning, m traces are collected, for each possible value pi that the row of
KECCAK can assume, with 0 ≤ i ≤ 31, and recovering consumptions in each time slot,
and in all of the five rounds. All these consumptions are collected in a matrix T, that
has 32m rows (number of traces) and 14 ∗ 5 ∗ 2 columns, since there are 14 time slots,
five rounds (as the number of bits of the KECCAK row) and two circuits that we are
considering.

• In each round, an attacker is interested only on consumptions in time slot 3 and 12 for
the first circuit, and consumption in time slot 12 in the second circuit. For each row of T
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and for each round, these three consumptions are XORed, computing a matrix T̃ with
32m rows and five columns, a column for each round.

• Since an attacker does not know inputs at time t0, she computes the mean of all ele-
ments in each column inherent to the same input pi in T̃ computing a matrix T with 32
rows (one for each pi) and five columns. Finally, a vector t is constructed, such that the
first five elements are the first row of T, the second five elements are the second ow of
T, and so on.

• A matrix of hypothesis H is created, with the hypothetical consumptions; this matrix
has 32 rows, that refer to input pi at time t1, and 32 ∗ 5 columns, that correspond to 32
hypothetical keys and 5 bits for each one. Consumptions are 0.375 if the corresponding
bit is 0, 0.5 if it is 1.

• Correlation between t and H is computed, to reveal the key.

The attack that allows to recover one bit of the key at each round, in tridimensional notation,
is a (1, 2, 3) attack. Indeed:

- sm = 1, because to implement this attack an attacker uses the first statistical moment
(but it works also using second and third statistical moments);

- sp = 2, because the useful consumptions are recovered in two points, namely at level
of the XOR gate of the first circuit, and at level of the XOR gate of the second circuit;

- ti = 3, because the attacker recover the consumptions in three time slots, two time
slots in one of the two circuits, and one time slot in the other one.

The attack explained before is an application of this (1, 2, 3) attack on all five rounds.

4.2.8 Conclusions

In this section, two main arguments have been treated as an attempt to model glitches at
design-time: Hazard Algebra and models that come from it and the order of an attack.
In subsection 4.2.4 the unrealistic worst-case scenario of propagation of glitches is over-
come, thanks to the new approach with propagation sequences. The worst-case is defined
on an “ideal circuit”, namely a circuit in which we are interested only in its gates and relative
connections. Differently, the signal propagation described with the propagation sequences
is defined on circuits that are not ideal, but of which are considered also the intrinsic prop-
erties, as the length of wires. Indeed, on the ideal circuit different propagation sequences
are defined, such that they respect all possible different propagation of signal (and propa-
gation of glitches) that can happen in a real circuit with the same gates and connections
of the ideal one. In this chapter, we have given a mathematical description of propagation
sequences as quotient of the set of combinations, and we defined also a new algorithm to
count the glitches in the case of a particular propagation sequence, that operates similarly to
the glitch-counting algorithm defined by Brzozowski and Ésik in [40]. In particular, the main
contribution that propagation sequences give is the possibility to better quantify the amount
of critical leakages in a circuit.
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Table 4.9: Consumptions of an atomic circuit of χ with three shares, with propagation se-
quence 1324576 and in accordance with Power Consumption Model 2.

m1 m2 m3 m4 m5 consumption in each time slot

T1 TS2 TS3 TS4 TS5 TS6 TS7 TS8 TS9 TS10 TS11 TS12 TS13 TS14
0 0 0 0 0 0.5 0.25 0.25 0 0 0.5 0.25 0.25 0.5 0.5 0.25 0.25 0 0
0 0 0 0 1 0.5 0.25 0.25 0 0 0.5 0.25 0.25 0.5 0.5 0.25 0.25 0.5 0.5
0 0 0 1 0 0.5 0.25 0.25 0 0 0.5 0.25 0.25 0.5 0.5 0.25 0.25 0 0
0 0 0 1 1 0.5 0.25 0.25 0 0 0.5 0.25 0.25 0.5 0.5 0.25 0.25 0.5 0.5
0 0 1 0 0 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0 0 0.25 0.25 0 0
0 0 1 0 1 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0 0 0.25 0.25 0.5 0.5
0 0 1 1 0 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0 0 0.25 0.25 0 0
0 0 1 1 1 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0 0 0.25 0.25 0.5 0.5
0 1 0 0 0 0.5 0.25 0.25 0 0 0.5 0.25 0.25 .5 0.5 0.25 0.25 0 0
0 1 0 0 1 0.5 0.25 0.25 0 0 0.5 0.25 0.25 0.5 0.5 0.25 0.25 0.5 0.5
0 1 0 1 0 0.5 0.25 0.25 0 0 0.5 0.25 0.25 0.5 0.5 0.25 0.25 0 0
0 1 0 1 1 0.5 0.25 0.25 0 0 0.5 0.25 0.25 0.5 0.5 0.25 0.25 0.5 0.5
0 1 1 0 0 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0 0 0.25 0.25 0 0
0 1 1 0 1 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0 0 0.25 0.25 0.5 0.5
0 1 1 1 0 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0 0 0.25 0.25 0 0
0 1 1 1 1 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0 0 0.25 0.25 0.5 0.5
1 0 0 0 0 0.5 0.25 0.25 0 0 0.5 0.25 0.25 0.5 0.5 0.25 0.25 0 0
1 0 0 0 1 0.5 0.25 0.25 0 0 0.5 0.25 0.25 0.5 0.5 0.25 0.25 0.5 0.5
1 0 0 1 0 0.5 0.25 0.25 0 0 0.5 0.25 0.25 0.5 0.5 0.25 0.25 0 0
1 0 0 1 1 0.5 0.25 0.25 0 0 0.5 0.25 0.25 0.5 0.5 0.25 0.25 0.5 0.5
1 0 1 0 0 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0 0 0.25 0.25 0 0
1 0 1 0 1 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0 0 0.25 0.25 0.5 0.5
1 0 1 1 0 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0 0 0.25 0.25 0 0
1 0 1 1 1 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0 0 0.25 0.25 0.5 0.5
1 1 0 0 0 0.5 0.25 0.25 0 0 0.5 0.25 0.25 0.5 0.5 0.25 0.25 0 0
1 1 0 0 1 0.5 0.25 0.25 0 0 0.5 0.25 0.25 0.5 0.5 0.25 0.25 0.5 0.5
1 1 0 1 0 0.5 0.25 0.25 0 0 0.5 0.25 0.25 0.5 0.5 0.25 0.25 0 0
1 1 0 1 1 0.5 0.25 0.25 0 0 0.5 0.25 0.25 0.5 0.5 0.25 0.25 0.5 0.5
1 1 1 0 0 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0 0 0.25 0.25 0 0
1 1 1 0 1 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0 0 0.25 0.25 0.5 0.5
1 1 1 1 0 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0 0 0.25 0.25 0 0
1 1 1 1 1 0.5 0.25 0.25 0.5 0.5 0.5 0.25 0.25 0 0 0.25 0.25 0.5 0.5

Subsection 4.2.5 is principally based on the redefinition of the order of an attack. The main
effort was to give our interpretation of order respecting all the previous ones, namely the def-
initions based on the order of the statistical moment used, or the one based on the number
of probes placed in the circuit to analyse the signal. The goal was achieved introducing the
order of an attack as tridimensional point (sm, sp, ti), where sm is the order of the statisti-
cal moment used to implement the attack, sp is the number of points in the circuit that are
analysed and ti is the number of time instances considered. The last two variables depend
on the measuring instrument, and in particular sp depends on the spatial resolution of the
instrument and ti depends on the time resolution. In this way, with the second variable of the
triplet the attention is posed on the previous definition based on the number of probes placed
on the wires of the circuit, while the other two respect the definition of order based on the
statistical moment, with ti denoting a v−variate attack, where v are different time instances
in the same clock cycle.
In subsection 4.2.7, these arguments have been validated with some explicative examples
on the nonlinear part of KECCAK, in conjunction with the application of the power consump-
tion models defined in subsection 4.2.6, that are introduced with the aim to create some
models for the collection of consumptions during the execution of the cryptographic algo-
rithms.
Some possible future developments about propagation sequences can be some insights of
the topic. For example an interesting argument can be the deduction of an equation, applica-
ble to any feedback-free circuit, with which calculate the number of propagation sequences
in it, without recover each time all combinations and counting the number of propagation
sequences as the cardinality of the quotient set. Another example can be a study about
”the quality” of the propagation sequences in a circuit, namely if there are some propagation
sequences that are more possible or better detectable in it rather than some others.
Instead, the order of an attack has been a widespread topic in all the literature until now, and
then we suppose that this is an argument that will be treated again in different forms. We
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foresee the appearance of some further specifications about our interpretation of the order
as a tridimensional point, or some other new and different definitions. However, we think that
at the moment our characterization of the order is the most exhaustive ever appeared, being
able to conjunct all the previous definitions in only one. An argument that can be developed
starting from our definition is a study of the differences between an attack implemented
placing the ideal probes in a unique clock cycle, or taking information in more clock cycles.
Moreover, another argument that could be better study is the conjunction between ideal
probes and real instruments, with different bandwidth.
We can also propose some developments about the power consumption models, since they
do not hold all possibilities of consumptions collection. For example, in our four models
there is none that represents an instrument with a high spatial resolution but a low time
resolution, i.e. an instrument that reads only a sum of all consumptions, but that can relieve
consumptions at level of all gates.
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Chapter 5

Summary and Conclusion

In this deliverable, we presented the cryptographic primitives proposed by HECTOR partners
to address the need for Authenticated Encryption. We elaborated about the reasons that
make these algorithms more efficient, more secure, and simpler to use compared with the
primitives usually used so far.
All the proposed algorithms, and in particular their latest variations fulfil the criteria listed in
HECTOR Deliverable D1.1. Namely:

• the algorithms support Authenticated Encryption with Associated Data, which means
that a portion of the data is protected for both integrity and confidentiality, and another
portion for integrity only;

• they are Single Pass, which means that a single elaboration of the message and single
primitive are sufficient;

• they can perform Online processing, which means that the size of the message does
not have to be known in advance.

Besides fulfilling these requirements, the underlying sponge construction used in the pro-
posed algorithms provides interesting benefits when compared to commonly used solutions.
The same cryptographic primitive can be used for several purposes, such as hashing, re-
seedable pseudo-random generation, key derivation, encryption, MAC computation and au-
thenticated encryption. Another benefit is that these algorithms no longer require to securely
combining different primitives to accomplish a task, reducing the risk of vulnerabilities.

As an illustration, we explained how a poor combination of encryption and MAC catastrophi-
cally undermined the security of some largely used communication protocols. A final benefit
is that it allows to focus the efforts for the protection against side-channel attacks onto a
single primitive, while the sponge construction are also easier to protect, making it easier to
derive such countermeasures.
Side-channel attacks constitute a very powerful class of attacks against cryptographic de-
vices that exploit some kind of physical information leaked by the device itself (e.g. timing
information, power consumption, or electromagnetic emanation). Nowadays side-channel
attacks pose an important practical threat against devices in real-life use cases.

We spent the second part of this Deliverable analysing those attacks and proposing solu-
tions in order to make devices more robust against them. We presented an overview of the
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state of the art of those attacks and introduced some new techniques, which could under-
mine the security of devices if not properly taken into account. We focused on system-level
countermeasures able to counter the known attacks.
Besides studying attacks and proposing countermeasures, we tackled the difficulties associ-
ated with the implementation of devices that need to be robust against side-channel attacks,
again aiming at improving the overall efficiency. Side-channel protections affect costs and
performances. Countermeasures usually require to increase either the area or the latency
of the implemented cryptographic block (or both). Often more important, protections also
significantly impact the development and verification schedule of designs.

Relying exclusively on silicon samples to verify the effectiveness of countermeasures is sim-
ply not acceptable, because of the late feedback and the costs involved in a silicon iteration.
In order to overcome this issue, we proposed a hardware design methodology allowing to
take into account and assess the side-channel properties of the resulting devices. Such
methodology is based on functional languages, which can close the gap between the high-
level specifications and the actual hardware implementation.
We investigated the methodology having in mind the requirements from HECTOR Deliver-
able D1.1:

• provide reasonably accurate early feedback;

• allow quick fact-based comparison of different solutions that can be implemented against
a specific side-channel attack;

• help the refinement of attack and evaluation techniques, in order to prototype and ease
the final on-silicon evaluations;

• provide detailed view of the side-channel behaviour of internal blocks, in order to easy
the analysis and the fixing of vulnerabilities.

In view of supporting the design-time evaluation of side-channel properties, we also pro-
posed a model to tackle one of the most critical sources of leakage in hardware implemen-
tations: glitches on combinational logic.

Design-time side-channel evaluation methodologies cannot and are not aiming at replacing
on-silicon evaluations, but rather complementing them. A final assessment on the target
physical device is still needed. The goal here is to guide the implementation of the secure
solution, by supporting the designer in selecting the right trade-off between costs and pro-
tection, leading to the right practical protection in the most efficient and cost-optimized way.

HECTOR D3.1 Page 117 of 129



D3.1 - Report on the Efficient Implementations of Crypto Algorithms & Building Blocks

Chapter 6

List of Abbreviations
AD Associated Data
AE Authenticated Encryption
AES Advanced Encryption Standard
API Application Programming Interface
ASIC Application Specific Integrated Circuit
CCM Counter with CBC-MAC
DPA Differential Power Analysis
EC European Commission
ECC Elliptic Curve Cryptography
ECDSA Elliptic Curve Digital Signature Algorithm
EMFI Electromagnetic Fault Injection
FPGA Field Programmable Logic Array
FSM Finite State Machine
GCM Galois/Counter Mode
GE Gate Equivalent
HDL Hardware Description Language
IP Intellectual Property
IV Initialization Vector
LUT Look-Up Table
MAC Message Authentication Code
NIST National Institute of Standards and Technology
PUF Physical Unclonable Function
RTL Register-Transfer Level
SEI Squared Euclidian Imbalance
SFA Statistical Fault Attack
SHA Secure Hash Algorithm
SPA Simple Power Analysis
SUV Secret and Unique Value
TBD to be determined
TI Threshold Implementation
TRNG True Random Number Generator
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